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Abstract

A prime objective set by credit rating agenciewiachieve stability of their corporate bond
ratings by a rating through-the-cycle methodoldggwever rating stability is at the expense of
rating timeliness and default prediction performeanio mitigate this tension between stability
and accuracy, agencies publish outlooks — ratindpGks and rating Reviews (Watchlist) — in
addition to corporate bond ratings. Outlooks preaat indication of the direction and timing of
likely rating changes in the future.

In this study we quantify the added value of outkoto corporate bond ratings and investigate to
what extent outlooks are able to compensate fodigedvantages of rating stability. Results
show that outlooks do indeed partially close the lgetween the agencies’ through-the-cycle
perspective and the investor’s point-in-time pecsipe. After adjusting ratings by their outlooks
default prediction performance does improve, biy shghtly, especially for short prediction
horizons. Default prediction performance and pairtime characteristics of adjusted ratings
could be enhanced even further if outlooks becomeeraccurate measures of credit risk.

We conclude that accuracy in credit risk informatsignaled by outlooks can be improved most
likely by standardizing credit risk information tine outlook scale. Credit risk dispersion in the
outlook scale could be enhanced by a factor twthdpes, as outlooks are not intended to quantify
credit risk information explicitly, agencies havet standardized credit risk information in the
outlook assignment process. We also considerennibact of the explicit timing objective of
outlooks which to some degree overrides creditinflrmation signaled by outlooks. From a

pure credit risk perspective the timing objectiv®@wtlooks shortens durations for rating

Reviews, lengthens durations for rating Outlooks partially circumvents the use of rating
Outlooks as “intermediate” states between StabloOks and rating Reviews. However this
specific outlook migration policy has little effemt credit risk accuracy in outlooks.



1 Introduction

In addition to their corporate issuer credit rasinggencies provide rating Outlooks and rating
Reviews (Watchlist). Outlooks signal the likelyelition of a rating migration in one to two
years’ time. In response to an event or an abmgatkoin a trend, a corporate-issuer credit rating
is placed on a Watchlist by Moody’s, on CreditWabghStandard & Poor’s or on a rating Watch
by Fitch. In these cases ratings are said to beruediew and the outcome is disclosed typically
within 90 days. In this paper, outlooks refer bmthating Outlooks and rating Reviews. Ratings
refer to corporate issuer credit ratings.

Outlooks have become an important source of cristtiinformation to investors in addition to
corporate bond ratings. Ratings are the outconaetlwfough-the-cycle methodology which
makes them relative stable, insensitive to temyaredit risk fluctuations and oriented towards
the long-term. A drawback of this methodology iswer timeliness compared to a one year
point-in-time investor’'s perspective, which mostastors have. Investors monitor outlooks to
compensate for this loss in timely credit risk imfation. According to a survey conducted by
Moody’s in 2002, Investors agree with the goal of more timely ratirogions including shorter
review periods. However they use and appreciateatisg Review and rating Outlook signaling
process; they derive substantial information frdvarh” In their response to this survey Moody’s
intended to improve rating timeliness by more fagyinternal) review of ratings and to retain
the provision of outlooks. Without having to chartigeir through-the-cycle methodology,
agencies can fulfill the investors’ desire for moneely credit risk information by issuing
outlooks in addition to ratings.

Strictly according to their definition, outlookseaindications of the likely direction of a rating
migration in the short or medium term. Agenciesadbpretend to specify their expectations for
size and probability of a potential rating migratitiowever, from historical data one can
compute the average rating migration at the resolf outlooks. The outcome of a Moody’s
DOWN Review is on average a rating migration o0-iotch steps. Moody’s NEG, STA, POS
Outlooks and UP Reviews result on average in agatiigration of -0.4, -0.1, +0.2 and +1.0
notch steps. Keeman et al. (1998) record the irdtional value of rating Reviews by
constructing rating migration matrices conditiottaivhether issuers are held on a rating review.

Although outlooks are not meant to be a corredimomatings in the first place, one can use them
as a secondary credit risk measure on top of tiregracale and adjust ratings by their outlooks.
The adjustment of ratings is done by adding orragkihg one or two notch steps depending on
the type and sign of outlooks. A study by Hamiltord Cantor (2004) reveals that adjustment of
ratings significantly improves default predictioarfprmance. The accuracy ratio increases by 4%
for a one year prediction horizon. Another intarestaispect of adjusted ratings is the absence of
serial correlation, which is profoundly presentatings (see Altman and Kao, 1992). In a follow
up study Hamilton and Cantor (2005) show that amkidoare able to explain differences between



actual ratings and ratings implied by CDS spre@tss finding indicates that adjusted ratings
offer a more timely reflection of the investor'sostiterm point-in-time perspective on credit risk.

So far most studies on outlooks are event stutkssng whether changes in outlooks signal new
information to the market. As outlooks are secopdiaratings these studies also test the
information value of rating migrations. Recent sywreveal that investors are not satisfied with
the timeliness of ratings (Association for Finah&leofessionals (2002), Ellis (1998) and Baker
and Mansi (2002)). So rating migrations might nistlbse new information to the financial
markets. Norden and Weber (2004) indeed find nparse of stock and CDS markets to rating
downgrades. Hull, Predescu and White (2004) contfirese results for the CDS market.
However, studies with more dated stock market é&tasending before 1998 - show a negative
impact of rating downgrades on pricing (for a reédgerature overview see Steiner and Heinke
(2001)).

For outlook announcements literature largely agogethe negative impact of DOWN Review
announcements on stock pricing and the absencsigh#dicant response to NEG and POS
Outlook announcements. However, for UP Review anoements results are mixed. For both
UP and DOWN Review announcements Hand, Holthauseéh.eftwich (1992) find significant
excess bond returns, while more recently Steineér-inke (2001) and Hull et al. (2004) find
only a significant response to DOWN Review annoumaas.

In this paper we report the results of an empirstadly on the added value of outlooks to
corporate bond ratings. Key in our study is theresion of credit scoring models for outlook
prediction, rating prediction and default predintend the simulation of ratings and outlooks by
equivalent credit model ratings and outlooks. Ihsig the added value of outlooks is obtained by
comparing parameters of various credit scoring rfispdgiantifying credit risk dispersion in the
outlook scale by variations in credit scores, bematking actual outlook dynamics with

simulated outlook dynamics and comparing propedfesdjusted ratings vs. unadjusted ratings.

First, in order to reveal the credit risk natureaflooks we compare parameters of rating and
outlook prediction models with parameters of ddfputdiction models for various prediction
horizons. In contrast to ratings, which are intehtiebe insensitive to temporary fluctuations in
credit quality, outlooks appear to be sensitiventoe volatile credit risk variables — even more
sensitive than would be expected from a one-yemt{itime perspective, which most investors
have. Outlooks, especially rating Reviews, are ipalriven by events and breaks in trends.

Second, we quantify credit risk information sigrehly outlooks. For this purpose we link the
outlook scale with the (notch) rating scale. Imsrof notch steps the creditworthiness of issuers
with a DOWN Review is on average positioned 3 nateps below the average creditworthiness
of all issuers in a given rating class. For NEGA%ihd POS Outlooks and UP Reviews these
figures are respectively -1.5, 0.5, 1.5 and 2 neteps. These figures are not consistent in time



and are conditional to a rating migration everthim near future or the near past. Moreover, the
credit risk dispersion in the outlook scale is loempared to the credit risk dispersion in the
outlook scale of simulated outlooks. Simulated ks are obtained by ranking credit scores of
outlook prediction models and converting theseess o outlooks in such a way that the
distributions of actual and simulated outlooks rhaiche lower credit risk dispersion in the
actual outlook scale suggests that the accuracyedit risk information signaled by outlook
ratings could be improved. Credit risk dispersiothie outlook scale could be enhanced by a
factor two. Perhaps, as outlooks are not intendegiantify credit risk information explicitly,
agencies do not standardize credit risk informasignaled by outlooks.

Third, we investigate the agencies’ outlook migmatpolicy. Therefore we compare dynamic
properties of simulated outlooks with actual oukladn contrast to actual outlooks, the dynamics
of simulated outlooks is not driven by an explioiiing objective and only reflects the dynamics
of credit scores. In the benchmark we show thdbokitmigrations are heavily concentrated
before and at the rating migration event — more thae would expect from a pure credit risk
perspective. In addition the outlook migration pglshortens durations for rating Reviews,
lengthens durations for rating Outlooks and payticifcumvents the use of rating Outlooks as
“intermediate” states between Stable Outlooks atidg Reviews.

Fourth, we test the ability of outlooks to compéeadar the disadvantages of rating stability and
the ability to add more timely credit risk inforn@t to ratings. For this purpose we adjust ratings
by their actual outlooks and their simulated outkbdrhe adjustment is based on the linkage of
the outlook scale to the (notch) rating scale. ¥ to what extent these adjusted ratings have a
more point-in-time character and a better defawtljgtion performance. Ratings adjusted by
their actual outlooks have a better default préaticperformance and their character is halfway
between through-the-cycle and point-in-time. Howevatings adjusted by their (benchmark)
simulated outlooks show a better default predictierformance and do have a point-in-time
character. We suggest that a lack of credit rigkaddrdization in the actual outlook scale confines
the default prediction performance and the poirtirite characteristics of adjusted ratings. The
outlook migration policy has much less impact.

The study is carried out with Moody’s Outlook anédhlist data. We are not aware of a reason
why empirical results and conclusions presented Bould not apply for outlooks of Standard &
Poor’s and Fitch as these agencies have disclosiedilar policy on rating Outlooks and rating
Reviews. Discussions and conclusions can ther&kigeneralized to all outlooks for ratings of
Moody’s, Standard & Poor's and Fitch.

This paper is organized as follows. Chapter 2 ef#tlee on outlook definitions provided by
agencies. Chapter 3 describes the benchmark scating models and the procedure to construct
simulated ratings and outlooks. Chapter 4 exantimesredit risk nature of outlooks in terms of
through-the-cycle vs. point-in-time. Chapter 5 #irtke outlook scale to the (notch) rating scale.



Chapter 6 explores the agencies’ migration polaryoutlooks. Chapters 7 and 8 report on default
prediction performance and point-in-time charastar$ of adjusted ratings. Chapter 9 draws
conclusions.

2 Agencies’ definition of outlooks — rating Outlools and rating Reviews

In their guide to ratings, rating process and tppractices, Moody's describes the meaning of
rating Outlooks and rating Reviews as followa:Moody’s rating Outlook is an opinion
regarding the likely direction of a rating over theedium term, typically 18 to 36 months.]

An RUR (rating(s) under review) designation indésathat the issuer has one or more ratings
under review for a possible change and thus ovesrithe outlook designation..] Moody’s

uses the Watchlist to indicate that a rating is emnieview for possible change in the short term,
usually within 90 dayg...] A credit is removed from Watchlist when the raisigpgraded,
downgraded or confirmédMoody’s, 2004).

In a similar way Standard & Poor’s explains the nie@ of their rating Outlooks and rating
Reviews on CreditWatch (2005)A“Standard & Poor’s rating Outlook assesses the il
direction of a long-term credit rating over theéntediate term (typically six months to two
years). In determining a rating Outlook, consid@atis given to any changes in economic
and/or fundamental business conditiops] Credit Watch highlights the potential directionaof
short- or long-term rating. It focuses on identifia events and short-term trends that cause
ratings to be placed under special surveillanceStgndard & Poor’s analytical staff. These may
include mergers, recapitalizations, voter referemdu regulatory action or anticipated operating
developments. Ratings appear on CreditWatch whezvant or a deviation from an expected
trend occurs and additional information is necegsar evaluate the current ratinfy..] Such
rating Reviews are normally completed within 90gjaynless the outcome of a specific event is
pending: (Standard & Poor’s, 2005).

Fitch rating Outlooks indicate the direction amgtis likely to move over a one- to two-year
period. Fitch place their long-term credit ratimysa Rating Watchtt notify investors that there
is a reasonable probability of a rating change ahd likely direction of such change. These are
designated as Rating Watch and are typically resblwver a relatively short periddFitch,
2005).

Rating Outlooks and rating Reviews indicate différ@me horizons at which a rating migration
might occur. Rating Outlooks signal likely ratinggmations in the medium term. In their
definitions agencies appear to have slightly défémotions of what is meant by medium term.
For example Moody’s notion of medium term is onanjenger than that of Standard & Poor’s.
However these horizons are only indications. A inerage is one to two years. For rating
Reviews Standard & Poor’'s and Moody’s are moreieitn the time horizon: 90 days; Fitch
refers to a “relatively short period”.



Although not mentioned explicitly in the definitisnrating Outlooks and rating Reviews differ in
the likelihood of a rating migration to occur. Daptions to define rating migration probabilities
signaled by rating Reviews are stronger than tfaseating Outlooks. For example Fitch uses
“likely” for rating Outlooks and “reasonable proli#lp” for rating Reviews. Moody’s and
Standard & Poor’s emphasize the urgency of thaisin when a rating is placed under review.
Historical data on Moody'’s outlooks shows that twiods of the rating Reviews have been
followed by a rating migration with the indicatedrs while one third of the rating Outlooks
have ultimately resulted in such a migration. imme of expected rating migration probability
and urgency, rating Reviews can be interpretedrasger versions of rating Outlooks.

Only Standard & Poor’s (2005) provides some insigtd the criteria for rating Outlooks and
rating Reviews. According to Standard & Poor’singReviews are triggered by events or
sudden changes in expected trends that requinerafoeview procedure in the short term.
Standard & Poor’s defines rating Outlooks as aagmese to changes in economic and fundamental
business conditions. Our interpretation of thegteréa for rating Outlooks is that agencies are
aware of developing changes in the medium termgbutot judge them severe enough yet to
consider a rating migration.

3 Definition benchmark credit scoring models and oedit model ratings/outlooks
3.1 Outlook data and statistics

Data on Moody's ratings is obtained from the J@Wl§=Rversion of the Moody's DRS database,
which includes all corporate issuer credit ratiagisions and default events in the period January
1971-May 2005. An extended version of the outloatadet — which has been made available to
us by Moody’s — includes all outlooks provided bpddy’s for their ratings in the period
September 1991-February 2005. In 1991 Moody’sesiad provide information on rating
Reviews (DOWN, UP). In 1995 Moody’s began to publiating Outlook information (positive
Outlook POS, stable Outlook STA and negative OlktiN&G) as well. All five outlook

categories have been available since 1995. Theretaranalysis covers the January 1995-
December 2004 period. NOA Outlooks (No Outlook Aafalie) are also included in the database.
For issuers with a NOA Outlook the provision oflook information is (mostly temporarily)
suspended by agencies.

Not all issuers rated by Moody's are included in aoalysis. For benchmarking purposes, ratings
and outlooks are linked with accounting and madeta from COMPUSTAT. In order to ensure
consistency in accountancy information we seleotdyl non-financial US issuers, and issuers
with sufficient accounting and market data avadabl COMPUSTAT. This selection of issuers
reduces the number of issuer-monthly observatimm 507,824 to 71,962, including the NOA
Outlooks. When the NOA Outlooks are excluded, 52 &8servations are left. The large



reduction in observations changes the outlookibigion. Along the different selection steps, as
outlined in table 1, the fraction of DOWN ReviewsdaPOS Outlooks increase by almost a factor
of 2 and the fraction of NOA Outlooks is reducedabfactor of 1.5. As no dramatic changes
appear in the outlook distribution, we believe ¢baclusions of this study will largely hold for
non-US, private and financial issuers.

In the first years after the introduction of outtsdy Moody’s the percentage of NEG, STA and
POS Outlooks steadily increases (see table 1)rAf88 the outlook distribution becomes
relative stable up to 2003. In 2004 almost all NO&tlooks seem to be converted to STA
Outlooks.

Outlook distributions vary among rating categorMsst issuers in the Caa category and below
have a NEG Outlook. Aaa rated issuers have obwasPOS Outlooks and UP Reviews.
Notable is the relative small fraction of DOWN Rews and NEG Outlooks in the Aaa rating
category. DOWN Reviews are more likely to appeanuestment grade categories while POS
Outlooks and UP Reviews are more present in sp@giigrade categories.

3.2 Specification of credit scoring models

As outlined in the introduction key in our studythe estimation of credit scoring models for
default prediction, rating prediction and outloalegiction.

All default prediction models are estimated by fisiowing logit regression model in a panel
data setting

CS,=a+p W + B3, In(1- RE, )+ B, (- EBIT"‘)+,B’ @+In IVIE"‘)
A ' TAi,l ’ TAi,l ’ TAi,l ) BLi,t (31)
+ﬂ58iza,t +ﬂGSD(AR)I,t +IB7ARi,t +£i,t
E(p )=— ~ (3.2)
" 1+expCs,) '

CS; is the credit score of issuer i at time t, B(js the expected probability of default of issuer
at time t, WK is net working capital, RE is retainearnings, TA is total assets, EBIT is earnings
before interest and taxes, ME is the market vafiexjoity, and BL is the book value of total
liabilities. Size is the log-transformation of tbliabilities normalized by the total value of this
equity market Mkt: In(BL/Mkt). The abnormal stoakturn AR is the stock return relative to
equal weighted market return in the twelve monttese@ding t. SD(AR)is the standard deviation
in monthly abnormal returns in the twelve monthsceding t.



The parameters of the logit regression medahdp are estimated by a standard maximum
likelihood procedure. This estimation procedurekses optimal match between the actual
outcome p and the expected outcome of the mode| E(p:= 0 when issuer i defaults before t +
T and p;= 1 when issuer i survives beyond t + T. Defaudidaction models are estimated for
various time horizons T. An SDP model is estimdbedl = 6 months, a DP1 model for T = 12
months and an LDP model for T = 6 years. Creditexof these models are point-in-time
measures of credit risk, giving weight to both freemanent and temporary credit risk
component. SDP model gives maximum weight to thptgary credit risk component and the
LDP model gives a substantial lower weight to #nmaporary credit risk component.

The sensitivity to the temporary credit risk comgoihcan be even further suppressed when the
default prediction focuses exclusively on defautthability in a specific future period. In this
way credit scores are forced to be relative insimesio temporary fluctuations in credit risk and
focus as much as possible on the permanent cigkltomponent. The binary variablg i3 set

to 0 only for issuers defaulting in a future per{pd T, t + T, + AT). Default events in the near
future (t, t + T) are disregarded by excluding observations ofissdefaulting in this period
from the model estimatiohA MDP model is estimated for, E 3 years andT = 3 years. The
parameter estimates of the MDP model do not chanbstantially when flis varied between 3
and 6 years andT is allowed to vary between one and three years.

The rating prediction model (RP model) models tiseréte rating scale N with an ordered logit
regression model in a panel data setting. In tludeh the credit score RRs an unobservable
variable

W Et |t
RP, =a+ In1- - 1+
B—— TA, + B, In( TAt) B TAt )+ B )(33)
+ﬂ58ize,t +ﬂ6S[XAR)i,t +ﬂ7AR,t +€i,t
The RR; score is related to the rating R as follows
N, =R if Bg, <RP <Bg (3.4)

where R is one of the rating categorieg,idlthe actual rating of issuer i at time gi8the upper
boundary for the RP score in rating category RxBo and Bg = . We consider the following
18 rating categories N: Aaa, Aal, Aa2, Aa3, Al, A3, Baal, Baa2, Baa3, Bal, Ba2, Ba3, B1,
B2, B3, Caa and Ca. In order to have a reasonaioher of observations in each rating
category, the rating categories Caa3, Caa2 and &aadombined into a single rating category
Caa and the rating categories C and Ca are comiiite@a. In the ordered logit model, the
probability that N; equals R is specified by



P(Ni,t =R) = F(BR - RPi,t) - F(BR—l - RPi,t) (3.5)

where F is the cumulative logistic function. Partemsn, 3, and B are estimated with a
maximum likelihood procedure. This estimation poha® seeks an optimal match between the
actual rating yand the expected outcome of the model; P{NR).

The outlook prediction model (OP model) is estirddt#lowing the same ordered logit
regression methodology. Instead of 18 rating categd, five outlook categories O are
modeled: NEG, STA and POS Outlooks and UP and DOREMews. The outlook scale is a
secondary scale on top of the rating scale. Oui@o&relative credit risk measuresithin a
rating category N. The seven model variables Xguagion 3.3 are therefore replaced by their
differentialsAX relative to their mean valuesXof all issuers in rating category N at time t

_ X X PP
Xyit = ==o—— With iON (3.6)
SDOX) .

SD(X)n is the cross-sectional standard deviation of medebble X for all issuers in rating
category N at time t. Normalization aK by SD(X) makesAX better comparable among
different rating categories N. This allows a robarstl single estimate of the outlook prediction
model including outlooks of all issuers along thére rating scale N.

3.3 Parameter estimates credit scoring models

Table Il reports the estimated parameteasdp; of four default prediction models (SDP, DP1,
LDP, MDP) and five versions of a rating predictimodel. These models are estimated with a
dataset covering the period April 1982-Decemberd20Bie starting date is motivated by the fact
that Moody's started in April 1982 to refine theitings by adding 1, 2 and 3 modifiers. At the
end of each month Moody'’s (corporate issuer credithgs are linked to stock price data and
accounting data from COMPUSTAT. Accounting datassumed to be publicly available three
months after the end of the fiscal year. The respjpanel dataset includes the time series of
2239 issuers with durations between 1 and 273 mnsatld an average duration of 85 months.
The total number of issuer-monthly observatiori38,248. Depending on the time horizon the
estimation period for default prediction modelsastricted to April 1982-December 2006¥nus
the prediction horizon, thereby avoiding an ovegheibf short-term defaults in the estimation.

Table Ill reports the parameter estimates of varioutlook prediction models. As outlined in

section 3.1 52,595 issuer-monthly observationswgadable in the 1995-2004 period to estimate
these models.
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All credit scoring models employ the same modelaldes. This allows a fair comparison of the
relative weights R\Wof model variables k

Bio,

RW, = — (3.7)
;‘ﬁi ‘0' j

b is the parameter estimate for model variableg,aums the standard deviation of model variable
j in the pooled sample of all observations. Tabknid 11l show the RW values for all credit
scoring models.

3.4 Rating and outlook simulation

Credit scores of default prediction models andchratirediction models are converted to credit
model ratings equivalent to actual ratings. Thigld@s to compare the dynamics of agency
ratings unambiguously with the dynamics of creddrss. At the end of each month all
companies are ranked by their credit score. Omd#ses of this ranking, credit model ratings,
Aaa, Aal, ...., B3, Caa and C/Ca, equivalent to egeatings, are assigned to individual issuers.
So at the end of each month the number of issnexadh agency rating class N equals the
number of firms in the equivalent credit modelmgttlass.

The influence of agency rating migration policiesricluded in credit model ratings by adjusting
credit scores following a particular policy modéle model the rating migration policy by two
parameters: a threshold parameter and an adjuspasneter. The threshold parameter TH
specifies the size of a credit risk interval [-THH], in which credit risk is allowed to fluctuate
without triggering a rating migration. If a ratimgigration is triggered, ratings are not fully
adjusted to the actual credit risk level. The dajient fraction AF specifies the partial adjustment
of ratings. Partial adjustment of ratings (i.e. speeading of a target rating adjustment over time)
generates drift in ratings. After modifying cresitores following this migration model the
modified scores are converted to simulated ratiAgpendix A describes the details of the rating
simulation procedure.

Based on RP model scores, - reflecting the agenbiemigh-the-cycle perspective - we have
constructed simulated RP(TH, AF) ratings for a mofTH and AF values. A best match in
rating migration probability and rating drift prapes between simulated RP(TH,AF) ratings and
actual ratings N is obtained for a threshold TH.@& notch steps and an adjustment fraction AF
of 0.7 on the downside and 0.6 on the upside. Acttaggs are best reproduced by
RP(1.8,0.7/0.6) ratings. These implied migratioligygparameters for Moody’s ratings equal to
those derived for Standard & Poor’s ratings (see Altman and Rijken, 2004).
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For outlook simulation we follow exactly the sameqedure, except we leave out the adjustment
parameter AF because outlooks exhibit no drift. BBrmodel scores, on average, a best match
between the dynamics of actual and simulated oksl@mobtained for a threshold TH of 1.5 — 2.0
notch steps (see chapter 6).

Appendix A discusses the influence of marginal Higlguency non-informative “noise” in credit
scores on the dynamics of credit model ratingséoli. The most important conclusion is that
the influence of this marginal “noise” in credibses is suppressed by threshold levels of 0.5
notch steps and above. These threshold levels $argje numbers of reversal migrations in
subsequent months. The implied TH levels for ratiagd outlooks are safely above the “noise”
level of 0.5 notch steps, so the marginal “noiseriedit scores is of no concern in the
benchmark of actual rating/outlook dynamics witbdit model rating/outlook dynamics.

4 Credit risk nature of outlooks
4.1 Through-the-cycle vs. Point-in-time perspective

According to the survey of Moody’s in 2002, investoegard outlook information as an
additional source of information to compensatettierinadequate timeliness of (corporate issuer
credit) ratings. A well-accepted explanation fag fferceived delays in rating migrations is the
through-the-cycle methodology that agencies apptheir rating assessment. This methodology
has two aspects: first, a focus on the permaneuditaisk component of default risk and, second,
a prudent migration policy.

The first aspect of the through-the-cycle ratinghodology is the disregard of short-term
fluctuations in default risk. By filtering out themporary credit risk component, ratings measure
exclusively the permanent, long-term and structaradlit risk component. According to Cantor
and Mann (2003) the through-the-cycle methodoldgysao avoid excessive rating reversals,
while holding the timeliness of ratings at an a¢able level:"If over time new information
reveals a potential change in an issuer's relatkeditworthiness, Moody's considers whether or
not to adjust the rating. It manages the tensiomveen its dual objectives — accuracy and
stability — by changing ratings only when it beis\an issuer has experienced what is likely to be
an enduring change in fundamental creditworthin&ss.this reason, ratings are said to 'look
through-the-cycle'.Standard and Poor’s (2003) is convinced thathe. value of its rating
products is greatest when its ratings focus ondhg term and do not fluctuate with near term
performance.

The second aspect of the through-the-cycle metlgglat the enhancement of rating stability by
a prudent migration policy. Only substantial chanigethe permanent credit risk component
result in rating migrations and, if triggered, ng are partially adjusted to the actual levehm t
permanent credit risk component. Although not @dflg disclosed by agencies, practical
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evidence of such a prudent migration policy existsheir announcement on the reconsideration
of their migration policy, in January 2002, Moodptevides some insight into their migration
policy: "Under consideration are more aggressive ratingarges — such as downgrading a
rating by several notches immediately in reactioadverse news rather than slowly reducing
the rating over a period of time — as well as shoimg the rating review cycle to a period of
weeks from the current period of monthsThe spread of rating adjustments over time is the
source of rating drift. The relative long reviewctsyand high threshold for rating adjustments are
the sources of rating stability.

How rating agencies put their through-the-cyclehradblogy exactly into practice is not clear.
Treacy and Carey (2000) describe the through-tiodeawating methodology as a rating
assessment in a worst case scenario, at the boftampresumed credit risk cycle. Loffler (2004)
explores the through-the-cycle effects on ratiradpiity and default-prediction performance in a
guantitative manner by modeling the separationeofmanent and temporary credit risk
components of default risk in a Kalman filter apgb. As outlined in section 3.4 we have taken
a different approach to gain insight into the agesigchrough-the-cycle methodology by
benchmarking agency rating dynamics with credit e@dores. We confirm the exclusive focus
of ratings on the permanent credit risk componéfe.suggest that a rating migration is triggered
if the actual credit risk, as indicated by the panent credit risk component, exceeds a threshold
of 1.8 notch steps relative to the average crelkitlevel in a rating category. If triggered, ragn
are partially adjusted to the actual credit riskele60% at the upside and 70% at the downside.

Rather than the through-the-cycle methodology, bemkave a point-in-time perspective on
corporate credit risk with a time horizon of betwexme and seven years (see Basle Committee,
2000). Most bankers have a one-year point-in-tiewsective on credit risk. It is reasonable to
assume that this perspective applies to most atkiestors as well. The point-in-time perspective
looks at the current credit risk situation withattempting to suppress the temporary credit risk
component. It weights both the temporary and peamntoredit risk component. The relative
weight of these two components depends on thedroiizthe point-in-time perspective. For a
one year horizon the temporary credit risk compohes a larger weight than it does for a longer
horizon.

4.2 Parameter estimates of default and rating preoin models

According to the parameter estimates of defauldiption models (see table II) market equity
information has a large share in the explanatioshoft-term defaults. The ME/BL variable
dominates the SDP model with a RW value of 37.5art-term dynamics of abnormal stock
returns measured by AR and SD(AR) have a relatiwigl of respectively 16.5% and 10.6%.
Although equity information is dominant, accountingprmation and Size add substantially to
the explanation of the default incidence.
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Prediction horizon has a significant impact onrdative weight of the model variables.
Especially for RW values of the RE/TA, ME/BL, anizé&variable, a clear shift is observed from
the SDP, DP1, LDP to the MDP model, in that ordesemuence. Not surprisingly, the short-term
oriented SDP model depends heavily on the mordileiariables, like ME/BL and the trend
variable AR, while the MDP model is more drivenlbegs volatile variables like RE/TA and Size.
The MDP model is relative insensitive to the masttile variables EBIT/TA, SD(AR) and AR,
which is consistent with the objective of this mbilesuppress the temporary credit risk
component as much as possible.

Of all default prediction models the RW valuestd MDP model most closely matches the RW
values of the rating prediction model RP. The MD&dei focuses as much as possible on the
permanent credit risk component while the RP moelétcts the agencies’ through-the-cycle
perspective. However, these two perspectives déuilgtoverlap. As opposed to the MDP
perspective the agencies’ through-the-cycle petsmeputs less weight on WK/TA and ME/LIB
but more on Size.

RP model parameters have been re-estimated fausparts of the rating scale. For issuers
rated B1 and above the RP model parameters arstrdtar example, the RW values for
investment graded issuers are about equal to RWesalf B1, Ba3, Ba2, and Bal speculative
graded issuers (see table Il). At the bottom erntth@fating scale - for issuers with ratings below
B1 the RW values differ. In this range the RW vabii&ize is much lower and the RW value of
EBIT/TA is higher, comparable to the SDP model. i&nRW values are observed for issuers
approaching a default event. Apparently, ratingdistressed issuers have a point-in-time
perspective instead of a through-the-cycle perspmedn order to model the agencies through-
the-cycle perspective as close as possible thecggating prediction model is re-estimated
excluding issuers rated below B1 (TTC model).

Robustness checks have been carried out to tes¢tor influence, time period and default
event definition. Parameter estimates do not detdrstantially between two periods, 1982-1994
and 1995-2004. We compared the impact of threeuttefaent definitions on the default
prediction model estimation: bankruptcy filing, Mibyds default event definition and Standard &
Poor’s definition. Default prediction model parasrstappear to be only moderately sensitive to
the definition of a default everit.

4.3 Parameter estimates of outlook prediction medel

RW values of the OP model (see table Ill) closesteh the RW values of the SDP model (see
table 11).° This finding implies that the outlook scaleois averagea measure of short-term point-
in-time credit risk. A more diverse picture shovgswhen the outlook prediction model is
estimated for four subscales, each of them incly&mnA Outlooks with either NEG Outlooks,
POS Outlooks, DOWN Reviews or UP Reviews. Paranestiémates vary considerably between
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these four outlook subscales, so the outlook sggpears not to have a uniform credit risk nature.
At the downside outlooks depend more on volatiléades SD(AR) and ME/LIB, while at the
upside outlooks are related to less volatile véemiSize and RE/TA (with a negative sign).

In the OP model estimation, rating Reviews havelaively low weight because of their low
share in the outlook distribution and more outloagpear at the downside than at the upside of
the outlook scale (see table I). To control fos tliequal outlook distribution a weighted ordered
regression model (OPW model) is estimated whickgagual weight to all five outlook
categories in the model estimation. Between thea@POPW model RW values differ by 7.5%
at most.

4.4 Weighting the permanent and temporary credk domponents in credit scoring models

In a first stage, credit scoring models are estahatith seven model variables. In a second stage
they are re-estimated with only two model variat{gand X, proxies for the permanent and
temporary credit risk component. The permanenticrestt component Xis proxied by TTC
scores. The TTC model represents the agenciesldghrthe-cycle perspective (see section 4.2).
In contrast to TTC scores, SDP scores are sensititemporary fluctuations in credit risk
because of their short six month prediction horiZRDP scores are strongly correlated with TTC
scores (correlation coefficient of 0.49). SDP ssdo#low both the permanent and temporary
credit risk component. To obtain a pure proxy far temporary credit risk component XTC
scores are subtracted from SDP scdtes.

Default and rating prediction models are re-estanatsing Xand X. Outlook prediction
models are re-estimated after convertingaXd X to their differentials following equation 3.6.
Results are presented in table IV. In the SDP métlel% of the variations in credit risk are
explained by the temporary credit risk componentiXcreasing the horizon in the default
prediction models from six months to six years mduthe weight to Xfrom 41.4% to 29.4%.
Focusing exclusively on default prediction in aufat period (MDP model) suppresses the weight
to Xy further down to 22.6%. The weight of- ¥ the TTC model — the agencies’ through-the-
cycle perspective for issuers rated B1 and abavéy definition 0%. At the low end of the
rating scale — below B1,phas a 31.9% weight in the rating scale, comparabilee point-in-
time LDP model. The difference in weight te¢ Between the MDP model and the TTC model
reflects the difference between two long-term viewsredit risk.

The outlook scale isn averagamore sensitive to the temporary credit risk congrdrthan the
SDP model is. The weight oftXaries between the four outlook subscales. The DOREMew

— driven by events according to the Standard & Bat®finition — is most sensitive to temporary
fluctuations in credit risk (see table 1V). DownvRavs and NEG Outlooks are even more
sensitive to the temporary credit risk componeahtivould be expected from a one-year point-
in-time perspective as proxied by the SDP modet Oipside of the outlook scale is more
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moderately sensitive to short-term credit risk flitions. The nature of POS outlooks matches
the SDP perspective while the nature of UP Revimathes the LDP perspective. Apparently,
DOWN Reviews are driven mainly by suddenly changimgumstances (events) while UP
Reviews — at the other side of the spectrum - aneerdriven by more moderate changes in
economic and fundamental business conditions. i§lgsobably not a matter choice in setting the
outlook migration policy but due to an asymmetrygiadit risk dynamics which is far more
volatile at the downside than at the upside.

Comparing pseudo’Ralues between first stage credit scoring modalsi€ 1) and second
stage credit scoring models (table IV) gives insigto the extent to which information is lost by
replacing the seven model variables yaXd X Pseudo Rindicates the goodness of fit by the
(ordered) logit regression model. As expected geugo R of the default prediction models and
agency rating prediction models are hardly affecken the O-DOWN model Rs lowered by
about 15%. For the O-NEG, O-POS and O-UP modelseithéction in pseudozFis larger,
respectively 27%, 26% and 51%. From this large ctidn in pseudo Rwe conclude that
outlooks are also driven by other risk factors, cagitured by SDP and TTC scores. Interestingly,
the pseudo Rof the OP model — which models the common fadimrsll five outlooks - is
reduced only by 8%. This implies that the commartdes in theentire outlook scale are largely
captured by Xand X;.

5 Linking the outlook scale to the rating scale

Credit risk variations among issuers within a mqiategory N can be measured by variations in
credit scoreaCS

CS|,t _CSN,t
ACS,;, :—y
Nt

(5.1)

CS.tis the average credit score for all issuers imgatategory N at time ACS is converted to
a notch rating scale by ;. This scaling factoyy is obtained as follows: For default and rating
prediction model scores the scaling fagtrreflects the slope between the numerical rating
scale N and the average credit scores CS in ratitegories N. The numerical rating scale runs
from Ca/C = 1, Caa = 2, B3 = 3, B2 = 4, up to AaB8=This numerical rating scale is an
arbitrary but quite intuitive choice that is comrhofound in the mapping of bank internal-rating
models to agency ratings. Roughly three groupstirig categories can be distinguished with a
close to linear relationship between CS and NI XL .. 4], NO [5 .. 10] and N [11 .. 18]. For
each of these groups and for each magRilis derived. For outlook prediction model scores, th
scaling factory, equals the change in OP-score when transformmglifferential variables
AXy,itin the outlook prediction model by replacing by Xys10Or Xy.11 (See equation 3.6). The
a andp parameters of the outlook prediction model ard k&pd. Note that this scaling factor
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vn,t dOes not convert credit scores to a rating scaéesense that it removes the temporary credit
risk component. The scaling factor converts crediires to aotchrating scale and defines a
common ground to compare variations in credit scofevarious prediction models.

Table V reports the averagéCS values for five outlook categories. By definitihe average

ACS values for all outlooks is zero. BasedA@P scores, the credit risk of issuers with DOWN
Reviews is centered 2.7 notch steps lower thamdisated by their rating class N. Issuers with
NEG, STA, POS Outlooks and UP Reviews are centareespectively -1.4, +0.4, +1.7 and +1.8.
AverageAOP scores do not differ much between POS Outloodd P Reviews. This is caused
by the relative low number of observations with POQ@&looks and UP Reviews in the OP model
estimation. When all outlooks are equally weiglitethe estimation procedure, the different
nature of the outlook scale at the upside gets mveight. So foAOPW scores a more clear
distinction appears between POS Outlooks and UReRsy 1.7 vs. 2.8 notch steps. As indicated
by AOPW scores, rating Outlooks diverge 1.5 notch steps the centre and rating Reviews
diverge 3 notch steps from the centre. These nwrdrerconsistent with the adjustments
Hamilton and Cantor (2004) apply in their searahdio optimal adjustment of ratings by their
outlooks.

Credit risk variation in the outlook scale as iraded by theAOP andAOPW scores is best
captured bYASDP scores andiDP1 scores. This empirical finding emphasizes onoee the
short-term point-in-time character of outlooks.Ran-time measures with longer time horizons
(ALDP scores) and through-the-cycle measund®R scores) detect less credit risk dispersion in
the outlook scale.

Credit risk information signaled by the outlook lecia not constant in time. In periods with no
upcoming or recent rating migration event onlydittredit risk dispersion shows up in the
outlook scale. Also, little credit risk dispersisinows up between DOWN Reviews and NEG
Outlooks just before and just after a ratd@yvngrade(see Table V). Similar findings hold for
STA Outlooks, POS Outlooks and UP Reviews just teeémd just after a ratingograde Credit
risk information of -1.6 notch steps and 2.5 naitdps signaled by STA outlooks just before
respectively a rating downgrade and upgrade sugtiest not all outlooks are set appropriately.
In contrast, the credit risk information signalgddimulated OP(0) outlooks is constant in time
and unconditional to rating migration events. Fenthore, the credit risk dispersion in the OP(0)
outlook scale is much larger than the actual oltkezale.

The time inconsistencies and relative low cregk dispersion in the actual outlook scale are
most likely due to a lack of credit risk standaadiian in the assignment of outlooks. This result is
not surprising in view of the purpose of outlooksst, as outlooks are intended to signal likely
upcoming rating migrations, outlooks are set maaueately when rating analysts are
considering rating migrations and extra alert aféing migrations. Second, as outlooks are not
intended to quantify credit risk information exjiig, agencies do not standardize credit risk
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information signaled by outlooks. Instead, charigesutlooks are triggered by sudden events,
breaks and shifts in trends, not by measuring skomt point-in-time credit risk along a
standardized scale.

6 Agency migration policy for outlooks

The prime objective of outlooks is to signal upcegirating migrations. This timing information
is disclosed by the timing of outlook migrationdidaing a specific outlook migration policy.
Insight into the agencies’ outlook migration polisyobtained by benchmarking the dynamics of
actual outlooks with the dynamics of simulated GHP(dutlooks. In contrast to actual outlooks,
simulated outlooks have no explicit timing objeetiand their dynamics are only driven by a
variation in credit risk within a rating category-Nas measured by OP scores. This benchmark
aims to investigate to what extent the explicititignobjective of outlooks overrides credit risk
information.

6.1 Outlook distribution conditional to a rating gnation event

Table VI reports the distribution of actual outlsaknd simulated OP(0) outlooks conditional to a
rating downgrade event or a rating upgrade evest.kkfore a rating downgrade att = -1,
DOWN Reviews occur a factor of 3 more frequentgrittNEG and STA Outlooks do. In the
months before a rating downgrade a large partettiual STA and NEG Outlooks are changed
to DOWN Reviews — excessively large from a purelitnésk perspective as indicated by
simulated outlooks. Moreover, just before a ratiovngrade the credit risk level as indicated by
AOP andAOPW scores hardly distinguish between NEG Outl@rid DOWN Reviews (see
table V). So prior to a rating migration event, NBE@tlooks and DOWN Reviews mostly differ
in timing information on an upcoming rating downgdgarather than differ in credit risk
information. Credit risk information is (partly) exridden by the timing objective when putting
ratings on a DOWN Review to signal a likely upcogimting migration.

A strong increase in rating Reviews before a ratimgration also appears at the upside. Just
before a rating upgrade the fraction of UP Reviesises sharply — again much larger than would
be expected from a pure credit risk perspectiveolmntrast to actual outlooks the distribution of
simulated outlooks does not change significantlyditionally to a rating upgrade, except for a
reduction in UP Reviews by half just after thenmgtupgrade. The precise timing of rating
upgrades is difficult to establish from a pure drgdality perspective. At the upside changes in
credit quality happen less abrupt. Therefore ratipgrades are not clearly preceded by
significant changes in credit risk, which hampegoad timing match between upward dynamics
of OP scores and upgrades of actual outlooks.

6.2 Outlook migration matrix
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Table VII presents the unconditional outlook migratmatrix on a monthly basis. “Exit”
observations — observations at the end of an igBuerseries in the database — are not included
in the construction of the matrix because a datbai is not initiated by agencies and no credit
scores are available to benchmark these exit nogitNo bias is introduced as the distribution
of outlooks for these “exit” observations is conadde to the outlook distribution for all
observations’

At first NOA Outlooks (no outlook available) are#éted as a separate outlook category in the
computation of the outlook migration matrix. Thegnaition probabilities for DOWN and UP
Reviews are 23.2% and 16.1%, which implies an @eedaration of 4.3 months and 6.2 months.
These duration figures are somewhat higher thaorteg by Cantor and Hamilton (2004) as we
do not include “exit” observations. The migratiamlpabilities for NEG, STA, POS and NOA
Outlooks are roughly a factor of 4 lower. The disrafor these outlooks is about 20 months.

In order to simulate outlooks — including NOA Outks — by ranking of credit scores, NOA
Outlooks need to be positioned on the outlook sdlke assume NOA Outlooks to be comparable
to STA outlooks. We justify this assumption asdulé.

1. Most migrations to NOA Outlooks happen at a ratimgration event. Almost all of these
migrations take place from DOWN and UP ReviewseA# rating migration event, DOWN
and UP Reviews are no longer of any use to signedming rating events. Apart from NOA
Outlooks the most likely outlook after a rating naiion event is a STA Outlook.

2. In 2004 Moody’s converted almost all NOA OutlooR3% of total outlooks) to STA
Outlooks in their dataset. Apparently Moody’s reBIOA Outlooks to be comparable to
STA Outlooks.

3. Migration probabilities for NOA and STA Outlookseatomparable. The both have a
probability of about 0.5% to migrate to POS Outlepakd UP Reviews and a probability of
about 1% to migrate to NEG Outlooks and DOWN Regiew

For these reasons we convert all NOA Outlooks tA 8iitlooks. The outlook simulation

procedure is repeated to match simulated outloakstihve new outlook distribution.

6.3 Agency migration policy for outlooks

Table VII compares the migration matrices of acaral simulated outlooks. Compared to the
dynamics of simulated OP(1.5) outlooks - a pure @sistent credit risk perspective -, the
dynamics of actual outlooks deviates in a numbevapfs:

1. Migration probabilities are relative high for DOWWBR) Reviews and relative low for
NEG(POS) Outlooks. In other words durations for DRMVhd UP Reviews are about 4 — 5
months while durations for NEG and POS Outlooksadreut 20 months. These durations are
consistent with the time horizons of expected gathanges set in the outlook definitions by
the agencies.
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For simulated outlooks, from a pure credit riskgpexctive, when outlooks are only aimed to
signal credit risk information and DOWN (UP) Revieare positioned at the extreme side of
NEG (POS) Outlooks, the durations of Reviews antdddls do not differ much and are
about 7 — 8 months. The timing objective for actuatlooks clearly influences the duration
of outlooks.

2. The frequency a rating is put on a DOWN Reviewvig¢ as high compared to the frequency
a rating is put on a NEG Outlook. A large numbetvad-step migrations between STA
Outlooks and DOWN Reviews circumvent intermediaEEaG\Outlooks, thereby reducing the
number of one-step migrations. Similar findingslgp the upside of the outlook scale.

For simulated outlooks two-step migrations occtacior 3 — 4 less, which illustrates the
effect of timing objective for actual outlooks.

From a pure credit risk perspective the timing otiye of outlooks shortens durations for rating
Reviews, lengthens durations for rating Outlooks partially circumvents the use of rating
Outlooks as “intermediate” states between StabliéoOks and rating Reviews. These deviations
are consistent with the official agencies’ polioy Reviews (see chapter 2).

The outlook migration policy has not changed murcthie period 1995 - 2004. The migration
probabilities of actual DOWN Reviews vary betwe@mad 25%, while migration probabilities
of NEG, POS and STA Outlooks vary between 2% andBRtraordinary changes in migration
probabilities are only observed for UP Reviewsc8i2002 the duration of UP Reviews is
reduced by a factor of two compared to the avelagd of 7 months in the years 1996-2001.
Apparently Moody’s brought the durations of UP Rewv$ more in line with DOWN Reviews.
This significant change in migration policy demaagds that the timing of rating upgrades is not
as clear as the timing of rating downgrades. Upgihthamics is more moderate than upward
dynamics.

6.4 The implied threshold for the outlook migratjmasiicy

The implied threshold of the agencies outlook ntigrapolicy is derived by searching for a best
match between the dynamics of simulated outlook§l8Pand actual outlooks. In order to avoid
the interference of the overriding timing objectag much as possible, we constructed outlook
migration matrices for a restricted outlook scalthwhree outlook categories: a merged
DOWN/NEG category, STA outlooks and a merged UP/R&t8gory. This restriction controls
for the circumvention of NEG and POS categoriesiay step migrations between STA Outlooks
and DOWN Reviews.

For all observations, unconditionally to a ratinration event, a best fit in migration
probabilities between actual outlooks and simul@&{TH) outlooks is obtained for a threshold
TH of 1.5 notch steps (see table VII, panel C),clgeems slightly lower the 1.8 notch threshold
in therating migration model. However, this implied 1.5 notchethold can be considered less
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prudent since ratings are only sensitive to thenpeent credit risk component and outlooks are
sensitive to the temporary credit risk componenval. The standard deviation of OP scores in
the time series of individual issuers is a factiomm higher than that of RP scores. So the
outlook migration policy can be considered at |@afstctor of two less prudent than the rating
migration policy.

The prudence of the outlook migration policy varesditionally to a rating migration event. Six
months after a rating migration event a best magtiveen actual outlooks and simulated
OP(TH) outlooks is obtained for a threshold TH df Botch steps. In periods with no rating
migration event in the near past and near futugeotitiook migration policy is slightly less
restrictive, with an implied threshold level TH2Z6 notch steps. Six months before a rating
migration event takes place, NEG/DOWN and POS/UPgraies hardly move and the implied
TH level is at least 3.5 notch steps. In conti@$#\ Outlooks are less stable before a migration
event with an implied TH level of 0.5 notch steps.

7 Default prediction performance of adjusted rating
7.1 Definition of adjusted ratings

On top of through-the-cycle credit risk informatisignaled by ratings, outlooks provide point-in-
time credit risk information and in addition, esjadly DOWN and UP Reviews, provide timing
information on upcoming rating migrations. Ratinfprmation and outlook information is
combined by adding outlooks O to (notch) ratingsespulting in adjusted ratings. For this
purpose the outlook scale is converted to a natateased on theCS values as reported in
table V. Following the (unconditional) credit ridispersion in the actual outlook scale, measured
by AOP scores, ratings with a DOWN Review are adjubtesubtracting 2.5 notch steps (a
numerical scale of for ratings N is assumed: CalC €aa = 2, up to Aaa = 18). Ratings with a
NEG Outlook, a STA Outlook, a POS Outlook and anR#Riew are adjusted respectively by -
1.5 notch steps, +0.5 notch steps, +1.5 notch stegs-2.0 notch steps. We round the
adjustments to 0.5 notch steps. Unless statedwifesrratings are adjusted following this
adjustment scheme.

7.2 Default prediction performance of adjustedmgs

Default prediction performance of ratings is expddb improve when point-in-time credit risk
information and timing information on upcoming regimigrations are added. Default prediction
performance of unadjusted ratings and adjustedgsis measured by an accuracy ratio for
different prediction horizons T (for details ACRngputation see appendix B). The accuracy ratio
measures the overall default prediction performaricerating scale, weighting type | and type Il
errors equally in distinguishing defaulters and-defaulters. It varies between 0% (random
scale) and 100% (perfect prediction scale). WendefACR as the difference in ACR value

21



between an adjusted rating scale R and the unadjuating scale N. The standard error in ACR
is 1.5% for a 6 month prediction horizon and 2%d@ year horizon. The standard error in
AACR is a factor of two lower (see appendix B).

Table VIII reports the ACR values of unadjusted a®dCR values of adjusted ratings for various
default prediction horizons, ranging from 6 mont8 years. For the unadjusted rating scale N
ACR is 69.1% and 57.2% for a prediction horizomespectively one year and three years.
Adjusting ratings by their actual outlooks increagé€R by 3.7% and 1.5%. The lower
improvement for longer time horizons is consisteith the point-in-time credit risk nature of the
outlook scale. Hamilton and Cantor (2004) repartilsir figures in their study covering the 1999-
2003 period: respectively 4.3% and 2.0%.

When adjusting actual ratings by their simulated@Butlooks the ACR jumps by +9.1% and
+5.7% for a prediction horizon of respectively grear and three years. This increase in ACR can
be largely ascribed to the downside of the outlecdde. When adjustments are only made for
simulated NEG Outlooks and DOWN Reviews ACR impsobig 8.3%, while adjustments at the
upside improve ACR by only 2.1%. It might be thatree downside changes in credit quality
happen more abruptly and faster and are therefwiereto detect.

For simulated outlookAACR values are moderately sensitive to the adjustmeheme (see

table VIII). Adjustment scheme 1 and 4 are basether(unconditional) credit risk dispersion in
respectively the actual outlook scale and simulatgtbok scale (see table V). As opposed to the
moderate adjustment scheme 1, adjustment schetnetehss the outlooks scale to -6.5 notch
steps for DOWN Reviews and +7.5 notch steps foré&dfews. Adjustment scheme 3 - in
between adjustment scheme 1 and 4 - with adjusgmanging from - 4.5 notch steps for DOWN
Reviews to + 4.5 notch steps for UP Reviews offieost improvement in default prediction
performanceAACR = 10.2% for a prediction horizon of 12 montApparently the credit risk
dispersion within a rating class is substantial exckeds standard deviations beyond 3 notch
steps, which is at least a factor two larger timalicated by actual outlooks.

Large variations in rating adjustments have onlylerate impact oAACR values. Apparently
outlooks have most value at the bottom of the gasitale. Regardless whether the adjustment
scheme is moderate or extreme, all troubled issu®iish low ratings and outlooks at the
downside - are pushed to the bottom of the adjustidag scale. The robustness of default
prediction performance to various adjustment sclseisalso demonstrated by Hamilton and
Cantor (2004).

7.3 Explaining the differences in default performametween actual and simulated outlooks

For simulated outlooks th®ACR values are a factor 2 — 4 larger than for daiutooks. Most
obvious explanation is the lack of credit risk startlization in the assignment of outlooks.
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Chapter 5 documents the relative low credit rigpdrsion in the actual outlook scale. Also credit
risk information signaled by actual outlooks is nohstant in time and conditional to the rating
migration event. In contrast, credit risk inforneattisignaled by simulated outlooks is more
dispersed and does not depend on rating migratients. Simulated outlooks are only based on
the ranking of credit scores each month. Theresgure and consistent measures of credit risk,
simulated outlooks perform better than actual aki$o Direct empirical evidence for the better
credit quality of simulated outlooks is found iretbutlook migration matrix. As indicated by
simulated outlooks 89% of the defaulted issuersehtidEG Outlook and a DOWN Review just
before default (see Table VII). For actual outlotiks percentage is 62%. The simulated outlook
scale is more effective in separating defaultessfnon-defaulters.

A few alternatives are considered to explain tHifeince inAACR values between actual and

simulated outlooks.

1. The timing objective overrides credit risk inforneet of the outlook scale. It shortens
durations for rating Reviews, lengthens duratiargéting Outlooks and partially
circumvents the use of the “intermediate stategatihg Outlooks. In order to control for
these migration policy effects we merged the DOWiIN NEG outlooks categories, and the
POS and UP outlook categories. After the removédimérmediate states” the dynamics of
actual outlooks closely matches the dynamics ofikited outlooks and the migration policy
effects are largely suppressed. The distributiooutiook durations for the two merged
categories and STA outlook category largely overlagtween actual and simulated outlooks.
An exception is the larger number of DOWN/NEG ookle with short durations up to 4
months for actual outlooks, but the number of amktowith short durations has already been
reduced substantially by a factor 2 by the merd®&@®@WN and NEG outlooks categories.
For this restricted outlook scale ratings are adpligas follows: DOWN/NEG: -1.5, STA: +
0.5, POS/UP: +1.5. The restriction to three outloategories hardly chang&#CR values
for both actual and simulated outlooks (see tablg.\From this analysis we conclude that
the outlook migration policy does not severely oider credit risk information in the outlook
scale.

2. Dynamics and timely adjustment of actual outloalesrastricted by a migration threshold
TH. The implied threshold is on average 1.5 ngis{gee section 6.4). However, the impact
of a threshold TH oMACR is low. For simulated OP(3.0) outlook&CR values decreases
by only a half percentage point.

3. At the downside actual outlooks are more sensitviie temporary credit risk component
than simulated outlooks are. The weight to the wnamy credit risk component in the O-
DOWN model is higher than it is in the OP modeljahtrepresents a best average for all
five outlook categories (see table 1V). An (ovensi&vity to temporary credit risk
fluctuations could worsen default prediction peniance, especially for longer time
horizons. HoweverAACR values only marginally decrease when outlookssamulated
based on O-DOWN model scores instead of OP modeésc
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These explanations can only explain 1.5% of th&e5gap inAACR values between actual and
simulated outlooks. The remainder of this gap @hlyi likely due to a lack of credit risk
standardization in the assignment of outlooks.

8 Point-in-time characteristics of adjusted ratings

To what extent does the lack of credit risk stadation in the outlook scale hamper the ability
of outlooks to bridge the agencies’ through-theleyerspective and the investor's one-year
point-in-time perspective? Or to what extent daad ratings have point-in-time
characteristics? To answer these questions we aemaing properties of adjusted ratings with
credit model ratings based on RP(TH) and LDP(THéyes. For these ratings, table IX presents
the rating migration probabilities, rating driftqmerties and sensitivity to the temporary and
permanent credit risk component.

Adjustment of ratings N by their actual outlooks laasignificant impact on rating dynamics.
Outlooks add point-in-time credit risk informatitmthe through-the-cycle ratings. As a result
migration probabilities increase from 1.8% to 3.fi%downgrades and from 0.7% to 1.9% for
upgrades. Rating drift disappears and even reveffeaits show up at the downside. The weight
to Xt increases from 10.2% to 18.7% for all issuersfamuh 0% to 15.2% for issuers rated B1
and above® A 30% weight to % relates to the point-in-time LDP model (see tdkle so a level
of 15% can be interpreted as halfway across tligérbetween the agencies’ through-the-cycle
perspective and a long-term point-in-time perspecti

In contrast to actual outlooks, simulated outloakes capable to adjust ratings to point-in-time
measures, although the implied prediction horizolomg, about 6 years. Adjusting ratings N by
their simulated OP(1.5) outlooks, resulting in N{DB) ratings, increases the weight tpfrfom
10.2% to 27.3%. Dynamic properties and default iptedh performance of N-OP(1.5) ratings are
most in line with LDP(1) and LDP(1.5) ratings. Tingplied threshold level of 1.25 notch steps is
a compromise between the implied threshold fongati(1.8 notch steps) and the implied
threshold for outlooks (1.5 notch steps).

9 Conclusions

Corporate bond ratings become sensitive to shori-tieictuations in credit risk when they are
adjusted by their outlooks. As a result defauldpon improves — especially for short
prediction horizons. However, adjusted ratingseefh more moderate version of a through-the-
cycle perspective.

Credit risk standardization in the outlook scalaldamprove the default prediction performance

of adjusted ratings even further and could enableitige the gap between the agencies’
through-the-cycle perspective and the investoriatgo-time perspective. Potentially, adjusted
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ratings have a long-term point-in-time perspectiveen agencies standardize credit risk
information in the outlook scale.

We suggest changing the outlook assignment pr@segdlows. Set short-term point-in-time
credit risk standards for NEG, STA and POS Outlo®leview these outlooks at least on a
guarterly basis. Preserve the timing objective ligrations to DOWN and UP Reviews when
rating migrations are considered on the short t@itmese suggestions are by no means a
fundamental revision of current practice. It issalequate response to the critique that investors
have on rating timeliness. Depending on their gasitability preferences, investors can use either
ratings without any additional outlook informatiesen they prefer rating stability or ratings in
combination with outlook information when they mefating timelines and maximum accuracy.
To serve the last group best, accuracy and tinfioglsl be of equal importance in the assignment
of outlooks and meet the same quality standardgyescies apply to ratings.
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Appendix A Definition of credit model ratings including a migration policy

The computation of credit model ratings followingarticular migration policy involves two-
steps. In the first step credit model scores, Chtesx, are modified to Clscores, reflecting a
particular migration policy. In the second ste, thodified CM' scores are converted to credit
model ratings CM(TH,AF).

The migration policy model has two parametersrasiold parameter and an adjustment
parameter. The threshold parameter TH specifiesigteeof a credit risk interval [-TH,+TH], in
which credit risk is allowed to fluctuate withouiggering a rating migratioff.If a rating

migration is triggered, ratings are not fully adggsto the actual credit risk level. The adjustment
fraction AF specifies the partial adjustment ofrrgs.

Step 1: Modification of CM scores

For each observation, the CM score is convertedrtmdified score CMin such a way that it
reflects a specific migration policy, characteribgda threshold TH and an adjustment fraction
AF. When following the time-series of the ¢btores for a particular issuer, modified Y
scores are computed. At the beginning of the tietées of each issuer, Clis set equal to

CM,. The CM", score is held constant as long as the €ddre stays within the threshold interval
(CMM_1- yxTH, CMM; + yxTH):

T|CM1—CMMH
|
yN,t

CMY  =CM" 1,

<TH (A1)

where tO (0,t™) and t™is the period of unbroken stay of a particulauésn the dataset. TH is
expressed in notch steps, the scaling fagtpconverts CM scores to a notch scale. As soon as
the CM score exceeds the threshold interval, the"Qidore is adjusted. If AF = 1, the (1Y)
score is fully adjusted to the current CM scoréff< 1, the CMscore is partially adjusted to
the current CM score as follows:

CM, -CM"
Vi

CM"i =AFx(CM, —=CM" 1) +CM" 4 if ‘ =>TH (A2)
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Step 2: Conversion of CMscores to CM(TH,AF) ratings

CM" scores are converted to CM(TH,AF) ratings, eqeinato ratings, as follows. At the end of
each month all issuers are ranked by theiGidore. On the basis of this ranking, eighteen
credit score ratings, Aaa/Aal, Aa2, Aa3,...., B3,/Caaequivalent to agency ratings, are
assigned to individual issuers. So at the end cif @onth the number of issuers in each rating
category N equals the number of issuers in thevatgrit CM rating category. Eighteen rating
categories are defined on a "notch" scale leveinBa&ategories are separated from their
neighbors by one notch step.

The time-series of CMscores is an irregular pattern of upward and doavdjjumps. The time
period between these jumps varies between 1"&hgears. An unambiguous conversion of these
jumps to CM(TH,AF) migrations is crucial to reflemrrectly the influence of the migration
policy on rating dynamics. This unambiguous coneerss checked and safeguarded as follows.
The minimum size of the jump in Cscores isxAFxTH, which is sufficient to convert nearly
all jumps in the modified CM score to CM(TH,AF) migrations. The conversion are,
however, does not prevent a CM(TH,AF) migratiomirbappening, when no jump occurs in the
CMM score. To prevent these non-intended migratioM{TEI,AF) ratings are replaced by
lagged ratings, when the ClViscore equals its one-year lagged G\Mscore. As a consequence,
the distribution of the CM(TH,AF) ratings is slighaltered. The number of observations in each
rating category, before and after this correctdifiers by 10% at most. This change in rating
distribution only marginally affects the compariibf CM(TH,AF) ratings with ratings.

Dynamic properties of credit model ratings as action of threshold parameter TH

In the absence of a threshold TH, marginal higlpdesncy (1-2 months) “noise” in credit scores
triggers a large number of CM(0,AF) migrations, aénall followed by reversals in subsequent
months. To investigate the influence of this naisgating dynamics, reversal probabilities are
derived for RP(TH) ratings as a function of TH (AR) and period P. Reversal probabilities are
computed for a period P after the upgrade or doaseevents.

In order to focus as much as possible on revedseddo high-frequency noise in credit scores,
this examination is carried out with RP ratings. $Bres are insensitive to the temporary credit
risk component since they represent the agendiesigh-the-cycle perspective. As a result,
rating reversals caused by temporary changes dtit ciek are suppressed. This allows a clearer
cut between the marginal high-frequency noise @ditiscores and the more moderate and
significant dynamics in the permanent credit risknponent.

Table A presents the reversal probabilities of RB(fiatings as a function of TH and time period

P. For RP(0) ratings the reversal probability ia thonth following a downgrade(upgrade) is
10.3%(13.3%), on a monthly basis. In this casegadiynamics is dominated by (marginal) high-
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frequency noise in credit scores. The number ratngrsals decreases linearly by the length of
period P if the number of reversals is dominatedhiigh-frequency noise in credit scores. This is
indeed the case for TH = 0. This linear relatiopshisappears when the TH level is raised to 0.4
notch steps. For TH = 0.6 and above reversal pitiliedare comparable for different periods P,
which means that the influence of high-frequencg@&dn credit scores is suppressed and rating
dynamics have a flatter frequency spectrum.

The reduction of rating dynamics by an increastiiashold level has little impact on the
informational value of credit model ratings, measliby the default prediction performance. For
example, the accuracy ratio ACR for RP(TH) ratidgsreases by 3.3% when the threshold level
is increased from zero to 2.2 notch steps (one gestiction horizon).
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Appendix B Measurement of default prediction perfomance

A well-accepted methodology to measure the oveefhult prediction performance of a rating
scale, weighting type | and type Il errors equallgistinguishing defaulters and non-defaulters,
is to construct a "cumulative accuracy profile"vaurThis CAP curve is obtained by plotting, for
each rating category R, the proportion of defabfiesvations in theame and lowerating
category B(R) (Y-axis), against the proportion of all surviead default observations in the
same and lower rating category(R) (X-axis).

R 2002-T Nc,

Z z Z(SC,T,i,t + DC,T,i,t)

F (R,T) — C=1t=1982 i=1 (Bl)
A Nps (T)

where (0,T) = 0. N;;is the total number of observations in rating catg@ at time t. St;;
indicates whether an issuer i rated in category t@re t survives at least until t + T (in other
words, is the particular observation at least presethe database until t + T)cB;;indicates
whether an issuer i rated in category C at timefaults within the period (t, t+T).N(T) is the
total number of default observations(R; = 1) and survival observations«(sg; = 1) with a time
horizon T in the dataset.

A similar definition holds for K(R,T) summing up only the number of default obsgoves.

R 2002-T Nc

2 2 2.Deri

F.(RT)= c=1 tzlslaflz ?;_) (B2)

where I5(0,T) = 0 and N(T) is the total number of default observationdwéttime horizon T in
the dataset.

The higher the proportion of default events happgim the lower categories — in other words the
higher the surface below the CAP curve — the béteerating scale performs. The accuracy ratio
ACR measures the surface below the CAP curve vel#i the surface below the CAP curve for
a random rating scale (=%2). Based on cumulativaulefates ACR is given by

i([FA(R,T)—FA(R—LT)Ix j_ 1
S [Fo(R-1T)+4(F (RT) - Fo (R-1T))]

ACR(T) =

(B3)

e
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ACR varies between 0% (random scale) and 100%dgiepfediction scale). The standard error
in ACR is 1.5%, 2% respectively for time horizonsflone year and 3 years When comparing
ACR values of two different scales the standardrerare a factor two lower:
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Table | Outlook statistics

Data on Moody's outlooks is obtained from an exégiheersion of the Moody's DRS database. It includes
all outlooks provided by Moody’s for their ratingsthe period September 1991-February 2005. Thidyst
covers the January 1995-December 2004 period.
For benchmarking purposes, outlooks are linked aittounting and market data from COMPUSTAT. In
order to ensure consistency in accountancy infdonatnly non-financial US issuers are selected loitty
sufficient accounting and market data is avail@bl€EOMPUSTAT. This selection reduces the number of
issuer-monthly observations from 507,824 to 71,88#,including the NOA Outlooks. When the NOA
Outlooks are excluded, 52,595 observations areTéf table presents the outlook distribution faiflog a
few selection steps. For the final selected 71@fervations the outlook distribution is broken ddw
annual periods and major rating categories.

number of| no outlooki watch  negative  stable  positive  watch
monthly | available | down  outlook outlook outlook up
observations ' DOWN NEG STA POS uP
dataset selection, 1995-2004
all Moody’s rated issuers 507,824 40.1% 3.6% 12.7%35.4% 6.1% 2.1%
+ US issuers 329,866 44.2%: 3.7% 12.0% 32.1% 5.9% 1%2.
+ US listed issuers 112,475 33.0%: 5.0% 14.4% 35.9%8.7% 2.9%
+ accounting info available 87,146 32.2% 5.2% 15.3% 35.6% 9.2% 2.5%
+ excluding financial sectoy 71,962 26.9% 6.0% ¥%.9 38.5% 10.0% 2.8%
non-financial US listed issuers with COMPUSTAT aaeting information available
1995 2,188 69.5% 10.5% 4.2% 5.2% 5.1% 5.6%
1996 3,629 51.9% ! 9.0% 7.1% 12.3% 13.7% 6.1%
1997 5,019 47.2% 5.9% 8.0% 18.6% 15.4% 4.8%
1998 6,655 34.5% : 6.0% 9.5% 33.4% 12.9% 3.8%
1999 8,390 25.1% 5.6% 14.7% 41.6% 9.3% 3.8%
2000 8,931 23.7% | 5.8% 14.9% 42.9% 9.9% 2.8%
2001 9,199 22.2% 6.4% 19.2% 40.3% 9.4% 2.5%
2002 9,339 26.0% | 6.8% 21.1% 35.8% 9.3% 1.0%
2003 9,278 27.2% 5.2% 19.5% 38.8% 8.5% 0.9%
2004 9,334 1.0% 4.0% 20.5% 64.2% 8.0% 2.2%
non-financial US listed issuers with COMPUSTAT aaating information available, 1995 - 2004

Caa 4,827 17.9% 4.4% 44.2% 23.6% 8.3% 1.6%
B 20,281 16.8% 4.1% 18.2% 44.7% 13.5% 2.6%
Ba 15,440 23.0% 6.1% 10.5% 40.7% 15.4% 4.4%
Baa 17,889 33.3% ! 6.8% 13.7% 36.3% 7.0% 2.9%
A 11,389 42.9% 8.2% 11.4% 32.6% 3.0% 1.8%
Aa 1,757 34.9% | 9.4% 10.0% 40.3% 4.3% 1.0%
Aaa 379 222% | 2.9% 550  69.4% - -
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Table Il Parameter estimates of default predictiormodels and rating prediction models

The table presents parameter estimatasdp; of four default prediction models for various pridn
horizons: six months, one-year, six-years andeetlyear period starting three years in the future.

Five versions of a rating prediction model aremaatid for various groups of issuers as specifigtiartable.
Standard errors in the logit regression estimadi@na generalized version of the Huber and Whatedstrd

errors, which relaxes the assumptions on the digtan of error terms and independence among

observations of the same issugiz-statistics are given in brackets. PseuiisR measure for the
goodness of the fit. The last rows of the tableedghe relative weight of the parameters (see equati7).

default prediction models agency rating predictioodel
model SDP DP1 LDP MDP RP TTC RP specl RPspec2 eRPd
default prediction horizon issuers included inrastion
. future all issuers, B1, Ba3, Ca, Caa, issuers
h[aolfoygi';lr O?g i/]ear S|[>é))ge]ar period | all issuers except Ca, Ba2, Bal B3,B2 6 months
T ' ' [3,6] Caa,B3,B2 issuers issuers before def
estimation 82/4- 82/4- 82/4- 82/4- 82/4- 82/4- 82/4- 82/4- 82/4-
period 04/6 03/12 98/12 98/12 04/12 04/12 04/12 04/12 04/12
parameters regression
constant 7.09 6.32 533 5.58 ordered logit
“ (155)  (13.9) (102  (10.2) g
B, WK/TA 1.22 0.78 -0.98 -1.53 -1.01 -1.56 0.07 0.57 0.74
! (3.3) (2.2) (2.6) (3.9 (4.5) (5.8) (0.3) @.7) (1.9)
8, RE/TA 0.44 0.77 1.32 1.16 3.10 3.21 2.53 1.48 1.55
2 (2.0) 3.7) (4.8) 4.2) (20.2) (16.5) (10.0) (6.5) (4.6)
8, EBIT/TA 4.97 4.85 0.96 0.03 2.61 1.04 0.47 4.14 2.68
3 (5.9) (6.0) (1.1) (0.0) (6.2) (2.0 (0.8) (6.1) (3.0)
8, ME/BL 1.09 0.98 0.85 0.67 1.02 1.06 0.75 0.44 0.84
4 (16.1) (14.5) (10.5) (7.9) (23.4) (19.3) (12.0) (7.1) (8.2)
B Size 0.24 0.27 0.38 0.33 1.03 1.10 0.85 0.09 0.33
° (5.2) (5.7) (6.8) (5.8) (25.9) (22.7) (17.2) (1.6) (4.6)
85 SD(AR) -4.38 -4.77 -5.81 -3.07 -7.83 -8.06 -4.39 -3.14 -5.96
6 (6.1) (6.7) (7.8) (3.8) (16.7) (12.3) (7.2) (6.6) (7.6)
8, AR 12.81 12.76 5.50 1.25 -4.53 -6.06 -4.36 -0.82 251
SO (10.4) . (0.9) (4.7) | ©0.9) ] . ®7) .95 | €1 ____QH_ .7,
pseudo R 0.446 0.415 0.263 0.141 0.240 0.220 0.131 0.104 610.1
# obs. 184,050 178,164 114,535 107,445 189,248 6681, 66,861 27,585 2,130
# default obg. 2108 4262 13,304 6,214 - - - - -
relative weight model variables
WKI/TA 6.8% 4.4% -6.7% -13.4% -3.6% -5.7% 0.4% 5.4% 4.6%
RE/TA 4.9% 8.6% 16.2% 18.4% 22.0% 21.6% 21.7% 21.9% 15.8%
EBIT/TA 12.4% 12.2% 2.8% 0.1% 4.2% 3.1% 1.2% 19.8% 8.4%
MV/LIB 37.2% 33.8% 31.6% 32.1% 22.4% 21.2% 25.2% 27.8%  4928.
Size 11.7% 12.8% 21.7% 24.5% 31.7% 34.0% 35.6% 5.6% %4.2
SD(AR) -10.6% -11.6% -13.7% -9.3% -12.2% -10.0% -9.6% 8%6. -22.9%
AR 16.5% 16.6% 7.4% 2.2% -3.8% -4.4% -6.3% -2.8% 5.7%

"Due to space considerations the 15 boundary paeasngtin the ordered logit model are not shown.
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Table Il Parameter estimates of outlook predictionmodels

The table presents parameter estimatesdp; of various outlook prediction models. All modetxcept
the OPW model, are estimated by weighting the dintook categories by their occurrence. The OPW
model is estimated by equally weighting the fivélaak categories.

Standard errors in the (ordered) logit regressaiimation are a generalized version of the Hubdr an
White standard errors, which relaxes the assumptiorthe distribution of error terms and indeperden
among observations of the same issuer. z-stat@téegiven in brackets. Pseuddi®a measure for the
goodness of the fit. The last rows of the tableedghe relative weight of the parameters (see equati7).

outlooks in DOWN DOWN : DOWN

regression NEG ! NEG ! NEG

analysis STA | STA STA STA STA |  STA
POS | POS : POS
upP upP uP

model OP | O-DOWN O-NEG 0-POS O-UP ! OoPW

. parameters regression

o constant | ordered Iogijté éelé) ?12371) (210481) (??693?) ordered logit
-0.004 : 0.187 -0.034 0.024 -0.332 | -0.080

B AWKITA 01 | (33 (0.6) 0.3) @4 | 19
-0.080 | -0.082 0.063 -0.175 0207 i -0.120

P2 ARE/TA 24 | (15 (1.2) 2.9) (36) | (36
0.180 :  0.255 0.108 0.192 0.043 |  0.152

Bs AEBIT/TA (651 | (41 (2.0) 3.1) 06 | (35
0.409 | 0.332 0.416 0.238 0.349 | 0.8l

Ps AME/BL (107) | (5.8) (6.8) (3.3) 44) | (10.4)

B, ASize 0031 | -0.158 -0.053 0.136 0423 | 0151
09 | (30 (1.0) (1.9) 62) (3.5)
0127 1 -0.201 -0.079 -0.010 0.063 |  -0.129

Bs ASD(AR) (54 | (89 (2.4) 0.2) 13 | (39

B, AAR 0172 |  0.336 0.031 0.028 0302 |  0.350

________________________ ©6) ;. (76 ... ©08 . ©7n @48 .. 0O
pseudo R 0039 |  0.099 0.045 0.023 0.083 | 0.058
# obs. 52,595 | 31,996 39,085 34,862 29,689 52,595
relative weight model variables

AWK/TA 04% | 10.1% -3.9% 2.7% 17.7% | -4.9%

ARE/TA -78% | -5.0% 7.9% -22.1% -12.2% | -8.1%

AEBIT/TA 16.9% 14.6% 13.1% 23.2% 2.4% 9.8%

AMV/LIB 403% |  20.1% 53.0% 30.3% 20.8% | 32.8%

ASize 3.0% | -9.2% -6.6% 16.7% 24.3% | 9.9%

ASD(AR) -145% | -20.3% -11.6% -1.5% 4.3% | -10.2%

AAR 172% ©  20.6% 4.0% 3.6% 18.2% 24.2%

"Due to space considerations the boundary paran®#énsthe ordered logit model are
not shown. These are available on request.
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Table IV Sensitivity of credit scoring models to tle permanent and temporary credit risk component ircredit risk

Credit scoring models are re-estimated with two ehedriables: proxies for the permanent and temyarnaedit risk component. The permanent credit cskiponent is proxied by
TTC scores and the temporary credit risk comporseptoxied by the difference in SDP scores and €@es. TTC and SDP credit scoring models are astiin a first stage
estimation, see Table II.

The table presents parameter estimatasdf; of various credit scoring prediction models. Samdderrors in the logit regression estimation agereralized version of the Huber anc
White standard errors, which relaxes the assumptorthe distribution of error terms and indepersdeamong observations of the same issuer. z-gtat@e given in brackets. Pseu
R? is a measure for the goodness of the fit. Thertags of the table give the relative weight of ferameters (see equation 3.7).

default prediction models agency rating predictioodels outlook prediction models
model SDP LDP MDP TTC  RP specRP spec2 RP def | model OP O-DOWNO-NEG O-POS O-UP
default prediction horizon issuers included inreation outlooks in regression analysis
half SiX future iall issuers DOWN DOWN
year year period 5 except B1, Ba3, Ca, Caa, Ca, Caa, NEG NEG
. : . : Ba2Bal B3B2 B3B2 STA STA STA STA STA
horizon horizon horizon : Ca, Caa, . . .
o issuers issuers issuers POS POS
[0,0.5] [0,6] [3,6] :B3issuers
; UpP UP
estimation 82/4- 82/4- 82/4- 82/4- 82/4- 82/4- 82/4- | estimation 95/1- 95/1- 95/1- 95/1- 95/1-
period 04/6 98/12 98/12 98/12 04/12 04/12 04/12 | period 04/12 04/12 04/12 04/12  04/12
parameter estimates regression
a constant 0 2.56 4.36 : o constant .1 2.069 0.942 -1.427 -2.806
00 (50) (82 | ordered logit ologit” 370)  (17.4) (204) (34.8)
B, temporary 1 0.431 0.206 0 0.042 0.215 0.468 | B; Atemporary| 0.637 0.969 0.514 0.301 0.310
(25.9) (10.9) (4.5 ' (0.0 (1.5) (8.2) (9.1) (18.5) (16.6) (9.2) (4.8) (3.9
B, permanent 1 0.753 0.513 . 1 0.718 0.437 0.798 | B> A permanent 0.637 0.563 0.475 0.380 0.696
______________________ (355) (208) _(12.7) | (294) (227) (141) (48 | | (149 (90 (81 (52 (7.7
pseudo R 0.446 0.259 0.134 0.220 0.125 0.077 0.134 pseddoR| 0.036 0.085 0.033 0.017 0.041
# observations | 184,050 114,535 107,445 161,663 66,861 27,585 2,13bobservations| 525905 31,996 39,085 34,862 29,689
relative weight model variables
temporary 41.4% 29.4% 22.6% 0.0% 5.4% 31.9% 32.V% temporary 51.9% 65.7% 53.1% 42.0%  28.9%
permanent 58.6% 70.6% 77.4%  100.0%  94.6% 68.1% 9%67|3A permanent 48.1% 34.3% 46.9% 58.0% 71.1%

! Due to space considerations the boundary parantgmsthe ordered logit model are not shown. Theseamadiable on request.
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Table V Credit risk dispersion indicated by the actial and simulated outlook scale

Credit risk variations within a rating category N:aneasured by variations in credit scoreg C&mpared
to the average credit model scorey¢fr all issuers in a rating category N at timA@S = (C$ — CQyy) /
Ynt ACS are converted to a notch rating scale by thiéngciactoryy . For various credit scoring models
the table presents the averddeS values unconditionally and conditionally to mgtimigration events as
indicated in the tableACS values are given for actual outlooks (panelg simulated outlooks (panel B).

outlook number averageACS-score (in notch steps)
of o_bser- outlook prediction default prediction models and rating prediction
vations models : model (RP)

AOP AOPW ASDP ADP1 ALDP ARP

Panel A: actual outlooks

all observations

DOWN 4,317 -2.7 2.7 -2.8 -2.5 -1.4 -0.5
NEG 11,406 -1.4 -1.5 -1.2 -1.1 -0.8 -0.6
STA 27,679 0.4 0.2 0.5 0.5 0.2 0.1
POS 7183 1.7 1.7 1.6 14 0.8 0.5
UP 2010 1.8 28 1.9 1.7 14 0.9
NOA 19,367 -0.4 0.0 -0.4 -0.3 0.1 0.3
observations with no rating migration evé in the past 12 months and future 12 months
DOWN 1,149] -0.6 03 1 -0.8 -0.7 -0.3 -0.2
NEG 5,462 -0.4 -0.3 -0.6 -0.5 -0.4 -0.5
STA 17,346 0.6 04 0.8 0.7 0.4 0.1
POS 3,915 1.6 16 ! 1.6 1.4 0.9 0.5
UP 887 1.4 2.2 1.2 1.0 0.9 0.5
NOA 9,607 0.1 05 ! 0.1 0.2 0.3 0.4
observations in a half yearly period before andradtdowngrade eveAN
DOWN 2,663 -3.8 -4.1 -3.9 -3.5 -2.0 -0.7
NEG 3,368 -3.2 -3.7 2.4 -2.3 -1.5 -0.6
STA 3,605 -1.6 2.0 | -1.6 -1.4 -0.9 -0.3
observations in a half yearly period before andradh upgrade eveAN
STA 2,045 2.5 3.2 25 2.2 1.2 0.4
POS 1,220 3.2 3.9 | 2.7 2.4 15 0.7
UP 763 2.5 3.9 2.8 2.7 2.0 1.5

Panel B: simulated OP(0) outlooks

all observations

DOWN 4,317 -6.2 -6.6 | -6.4 -5.9 -3.6 -1.8
NEG 11,406 -3.3 35 | -2.9 -2.7 -1.7 -0.9
STA 27,679 0.6 0.5 | 0.6 0.6 0.4 0.2
POS 7,183 4.6 4.9 | 4.4 3.9 2.3 1.0
uP 2,010 7.5 79 | 7.6 6.7 35 1.5
observations with no rating migration evéM in the past 12 months and future 12 months
DOWN 1,335 -5.6 5.6 | -6.2 -5.6 -3.5 2.1
NEG 5,194 -3.0 -3.0 -3.1 -2.8 -1.7 -1.0
STA 17,101 0.7 05 | 0.8 0.8 0.5 0.2
POS 4,079 4.7 4.7 4.6 4.1 2.4 11
upP 1,050 7.5 75 | 7.6 6.7 35 1.6
observations in a half yearly period before andraitdowngrade eveAN
DOWN 2,182 6.7 73 1 6.7 -6.1 -3.7 -1.6
NEG 3,706|  -3.8 4.3 -2.9 -2.7 -1.8 -0.7
STA 3,909 -0.2 04 -0.2 -0.2 0.0 0.2
observations in a half yearly period before andradn upgrade eveAN
STA 2,086 1.2 20 1.0 1.0 0.8 0.4
POS 1,365 4.6 54 4.2 3.8 2.2 0.9
upP 528 7.6 8.6 8.1 7.2 3.8 1.7
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Table VI Outlook distribution conditional to a rati ng migration event

The table presents the distribution of actual mktoand simulated OP(0) outlooks as a functiormnaed t
relative to a rating migration eveN in period (-1,0). In the first column the averagdlook distribution
is given for observations with &N happened in the past 12 months and future 12hmont

outlook timing t relative to an agency migration in perigd,0)
t>1L01v-12 t=6 t=3 t=1 t=0 t=2 t=5 ud
t<-12
actual outlook distribution, conditional to a ratidowngrade in (-1,0)
DOWN 4.5% 39% 14.1% 383% 56.7% 189% 12.6% 8.3% 5.4%
NEG 25.1% | 23.2% 27.6% 22.9% 17.1% 42.3% 44.1% 42.5% 1989.
STA 58.1% | 59.0% 48.3% 31.5% 20.9% 33.6% 36.9% 41.2% 5%4.
POS 10.6% | 12.0% 9.4% 6.6% 4.9% 4.5% 5.4% 6.8% 9.0%
Ve ] 17% ) 18% 06% 07%  04%  0.7% 10% 1.1%  2.0%
DOWN+NEG 29.6%| 27.1% 41.7% 61.2% 73.8% 61.2% 56.7%0.8% 44.5%
UP+POS 12.3% 13.8% 10.0% 7.3% 5.3% 5.2% 6.4% 7.9%1.0%
simulated OP(0) outlook distribution, conditionald rating downgrade in (-1,0)
DOWN 5.8% 9.4% 15.8% 25.8% 354% 18.2% 16.1% 12.7% 6.1%
NEG 22.9% | 225% 33.1% 33.1% 322% 41.0% 38.3% 36.6% 89%31.
STA 572% | 54.8% 44.1% 352% 28.0% 35.1% 40.4% 46.2% 09%6.
POS 11.7% | 11.5% 6.0% 5.2% 3.2% 5.0% 4.7% 4.1% 5.9%
WP | 25% | 18% 09% 07% 12% 08% 05% _03% _ 0.2%
DOWN+NEG 28.7%| 31.9% 48.9% 58.9% 67.6% 59.2% 54.4%0.3% 37.9%
UP+POS 14.2% 13.3% 6.9% 5.9% 4.4% 5.8% 5.2% 4.4% 1%6.
actual outlook distribution, conditional to a rafinpgrade in (-1,0)
DOWN 3.5% 1.2% 1.0% 1.3% 1.3% 1.0% 1.4% 1.7% 2.6%
NEG 98% | 11.4% 9.8% 7.1% 4.8% 4.6% 3.9% 5.0% 4.2%
STA 62.7% | 44.6% 40.6% 29.8% 23.0% 63.2% 63.8% 66.2% 9%1.
POS 20.1% | 33.7% 34.3% 29.8% 245% 27.4% 27.6% 24.1% 09%8.
UP | 39% | 90% 143% 319% 464% 3.9%  33% _ 30%  3.2%
DOWN+NEG 13.3%| 12.6% 10.8% 8.4% 6.1% 5.6% 5.3% 6.7%6.8%
UP+POS 24.0%| 42.7% 48.6% 61.7% 70.9% 31.3% 30.9%.1927 31.2%
simulated OP(0) outlook distribution, conditionala rating upgrade in (-1,0)
DOWN 3.6% 1.8% 2.4% 2.1% 1.7% 3.4% 1.7% 3.3% 4.2%
NEG 11.4% | 10.8% 5.9% 7.1% 6.5% 4.8% 4.7% 6.0% 10.6%
STA 61.8% | 48.8% 52.4% 453% 458% 49.2% 50.0% 47.8% 1%8.
POS 17.6% | 30.7% 27.6% 29.1% 28.4% 32.7% 35.1% 34.1% 1929.
UP | 56% | 7.8% 115% 165% 17.6% 9.9% _ 8.6% _ 87%  7.9%
DOWN+NEG 15.0%| 12.6% 8.3% 9.2% 8.2% 8.2% 6.4% 9.3%4.8%
UP+POS 23.2%| 385% 39.1% 45.6% 46.0% 42.6% 43.7%.8%42 37.0%

38



Table VII Outlook migration matrix

Panel A of the table presents the monthly outlodadration probabilities for six outlooks, includiriige
NOA Outlooks (NOA = no outlook available). PanebBthe table presents the outlook migration matrix
after converting all NOA Outlooks to STA OutlooRshis allows the migration matrix of actual outlodks
be compared with the migration matrix of simula@#é(1.5) outlooks. Panel C of the table presents the
outlook migration matrix after merging the DOWN axBG categories and merging the UP and POS

categories.

Observations with no succeeding observation aveilabthe dataset — “exit” observations — are ecetl
from the computation of the outlook migration ma¢s. The numbers of default observations and “exit”
observations — observations at the end of an igBuerseries in the database — are given in |dahoo

panel A: NOA Outlooks are treated separately in themigration matrix

initial end outlook at t = 1, one month later
outlook | # obs. default #
att=0 DOWN NEG STA POS UP NOA (% and number) _ exit
DOWN 4235 76.8% 4.1% 4.0% 0.3% 0.3% 14.2% 0.40% 17 82
NEG 11,181 2.0% 95.0% 1.5% 0.2% 0.3% 0.2% 0.89% 100 225
actual STA 26,997 1.1% 09% 96.9% 0.5% 0.5% 0.1%  0.08% 21 682
outlook | POS 7,065 0.6% 0.6% 20% 958% 0.8% 0.1% 0.03% D 118
uP 1,873| 0.2% 0.2% 4.2% 1.4% 839% 10.1% 0.05% il 137
NOA 19,200| 1.4% 0.8% 1.4% 0.3% 0.5% 95.2% 0.26% 49 167
panel B: NOA Outlooks are converted to STA outlooks
initial end outlook at t = 1, one month later 4
outlook | # obs. default :
att=0 DOWN NEG STA POS upP (% and number exit
DOWN 4,235| 76.8% 4.1% 18.2% 0.3% 0.3% 0.40% 17 82
NEG 11,181 2.0% 95.0% 1.6% 0.2% 0.3% 0.89%  1pO 225
ﬁﬁﬂ’oﬂk STA 46,197| 1.2%  0.9%  96.9% 0.4%  05% 0.15% 70 849
POS 7,065 0.6% 0.6% 2.2% 95.8% 0.8% 0.03% D 118
UP 1,873| 0.2% 0.2% 14.4% 1.4% 83.9%  0.05% 1 137
DOWN 4,087 | 85.9% 9.0% 3.9% 0.0% 0.0% 1.08% 44 65
NEG 10,495| 3.3% 88.6% 6.9% 0.0% 0.0% 1.20% 1p6 216
f))uljl(olc-fk) STA 46,906| 0.4% 1.9% 96.5% 1.0% 0.1% 0.04% 20 917
POS 7,028 0.1% 0.1% 8.6% 89.3% 2.0% 0.00% ) 155
uP 2,035| 0.0% 0.0% 5.2% 8.0% 86.9%  0.00% ) 58
panel C: DOWN and NEG categories are merged, UP an@OS categories are merged
initial end outlook at t = 1, one month later 4
outlook #obs. | DOWN/ STA POS/ default exit
att=0 NEG uP (% and number)
DOWN/NEG| 15,416 92.6% 6.2% 0.4% 0.76% 117 307
ﬁﬁifoﬂk STA 46,197 2.1% 96.9% 0.9% 0.15% 70 849
POS/UP 8,938 1.0% 4.7% 94.2% 0.03% 3 255
DOWN/NEG| 14,582 92.8% 6.0% 0.0% 1.17% 170 281
OOUF:I(Ol(')i) STA 46,906 2.3% 96.5% 1.2% 0.04% 20 917
POS/UP 9,063 0.1% 7.8% 92.1% 0.00% 0 213
DOWN/NEG| 14,414 93.9% 4.9% 0.0% 1.17% 169 288
OP20) | 1A 46,764| 1.9%  97.1%  0.9%  0.04% 21 909
POS/UP 9,373 0.1% 6.4% 93.5% 0.00% 0 214
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Table VIII Default prediction performance of adjusted ratings

The table presents the default prediction perforaaf adjusted and unadjusted rating scales. Defaul
prediction performance of a rating scale is measbgean accuracy ratio ACR (see Appendix B). ACR
weights type | and type Il errors equally in digtiishing defaulters and non-defaulters. It variesvieen
0% (random scale) and 100% (perfect predictione3cal
The table reports the ACR values for the unadjusiédg scale N, ACR(N), and the difference in ACR
values between an adjusted rating scale R andtimgrscale NAACR(R). ACR(N) andAACR(R) values
are given for various prediction horizons, randirgn 6 months to 36 months. Standard error in ACR(N
is 1.5% for a 6 month prediction horizon and 2%d&@ year horizon. The standard erroA/RCR(R) is a
factor of two lower.
AACR(R) values are computed for adjustments baseattual outlooks and simulated OP(TH) outlooks.
The applied adjustment schemes are given in tHe.tAdjustment scheme 1neg and 1pos restrict the
adjustment of ratings to respectively the downsiffhe outlook scale (DOWN: -2.5, NEG: -1.5, STA:
+0.5, POS: + 0.5 and UP: + 0.5) and the upsida@butlook scale (DOWN: +0.5, NEG: +0.5, STA: +0.5,
POS: + 1.5 and UP: + 2).

basis of outlook adjustment prediction horizon (months)
adjustment scheme 6 12 18 24 36
adjustment scheme 1, DOWN: -2.5 , NEG: -1.5, ST&A5+POS: +1.5, UP:+2
ACRN) T no adjustment [ S 768%  69.1% 653% 624% %2
AACR(R) actual outlook 1 4.1% 3.7% 2.2% 1.5% 1.5%
ACR(N) actual outlook 1lneg 3.7% 2.9% 1.2% 0.6% 0.7%
_BACR(R) | ¢ actual outlook | lpos ___|.. 13% _17%  18%  16%  1.4%
AACR(R) OP(TH =0) 1 8.7% 9.1% 8.0% 6.9% 5.7%
AACR(R) OP(TH =0) lneg 8.1% 8.3% 7.1% 6.1% 5.0%
AACR(R) OP(TH =0) 1pos 1.8% 2.1% 2.1% 1.9% 1.7%
adjustment scheme 2, DOWN/NEG: -1.5, STA + 0.5SR{P:+1.5
AACR(R) actual outlook 2 3.9% 3.5% 2.3% 1.7% 1.7%
AACR(R) OP(TH=0) 2 7.5% 8.0% 7.1% 6.2% 5.3%
AACR(R) OP(TH = 3.0) 2 6.9% 7.5% 6.5% 5.4% 4.5%
adjustment scheme 3, DOWN: -4.5 , NEG: -2.5, ST&A5+POS: +3, UP:+4.5
AACR(R) actual outlook 3 3.4% 3.1% 1.0% -0.1% -0.5%
AACR(R) OP(TH=0) 3 9.7% 10.2% 8.4% 6.7% 4.9%
AACR(R) OP(TH = 3.0) 3 8.5% 8.8% 6.6% 4.6% 3.1%
adjustment scheme 4, DOWN: -6.5, NEG: -3.5, ST&5+POS: +4.5, UP:+7.5
AACR(R) actual outlook 4 1.5% 1.1% -1.7% -3.1% -4.0%
AACR(R) OP(TH =0) 4 9.2% 9.5% 7.1% 4.9% 2.3%
AACR(R) OP(TH = 3.0) 4 7.7% 7.4% 4.4% 1.8% -0.5%
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Table IX Properties of adjuste

d ratings

The table presents the properties of unadjusté&tgmatratings adjusted by their actual outlooks sintlated OP(TH) outlooks and credit model ratiR§TH,AF) and
LDP(TH). Adjustment by outlooks follows adjustmessheme 1 (DOWN: -2.5 , NEG: -1.5, STA: +0.5, POB5+UP:+2.0). Credit model ratings are computdidfang the
procedure described in appendix A. Simulated RB(Q0.9/0.6) ratings are based on RP scores andratioig policy with a threshold TH of 1.8 notch stemd an adjustment
fraction of 0.7 at the downside and 0.6 at thedgdRP(TH) and LDP(TH) ratings are based on regmdgtRP scores and LDP scores and a migratiorcpalith threshold
TH and an adjustment fraction of 1.
The following properties are reported: rating dtghirating drift, sensitivity to temporary credisk component and default prediction performaimating stability is
measured in terms of migration probabilities penthoRating drift is measured by the average mignatvo years after a rating migration evAR. Sensitivity to the
temporary credit risk component is measured byetaive weight to the temporary credit risk vatélm the logit regression analysis, as describeskction 4.4. Default
prediction performance is measured by the diffeedncACR between an adjusted rating scale R andribdjusted rating scale NACR(R). The prediction horizon is one

year.
i outlook sensitivity to
rating adjustment downgrade upgrade temporary credit r?/sk componen AACRR)
average migration average migration
monthly conditional to a down monthly conditional to an up- . all, exceptt only one year
downgrade : : upgrade : : all issuers Ca, Caa B: Ca,Caa B3 horizon
=~ grade in period (-1,0) -~ grade in period (-1,0) ) )
probability (-1.0) (0.24) probability -1.0) (0.24) B2 issuers B2 issuers
acwalN no adjustment 1.8%  -140 033 | | 0.7% 122 | 0.48| 102% _ 0.0% __: 27.8% | | 69.1%
RP(1.8,0.7/0.6) no adjustment| 1.7% -1.40 -0.28 0.9% 1.26 0.45 1.5% 1.4% 0.2% -2.5%
RP(1.8,1) no adjustment 1.7% -1.86 0.09 1.0% 1.69 0.11| 3.4% 4.2% 1.0% -1.7%
RPOL) no adjustmeny 16.1% 068 | 008 | 127% 066 - 013 12.2%  12.9%  11.0%| 18%
actual N actual outlook| 3.0% -1.93 0.41 1.9% 1.59 0.00| 18.7% 15.2% 35.0% 3.7%
acwalN  OP(TH=15) | 51%  -145 | 033 | . 34% . 140 0.3l 273%  27.0%  403%| 91%
LDP(TH=1) no adjustment| 6.3% -1.41 0.38 5.5% 1.15 -0.35| 29.3% 30.3% 28.9% 10.2%
LDP(TH=1.5) no adjustment| 4.0% -1.80 0.44 3.3% 1.46 -0.40| 28.3% 29.5% 27.6% 9.1%
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Table A Influence of the threshold parameter TH orrating dynamics of RP(TH) ratings

The table presents the properties of credit magteigs RP(TH). Credit model ratings RP(TH) are cotreg following the procedure described in apperidiRP(TH) ratings
are based on respectively RP scores and a migiatiazy with threshold TH and an adjustment fractaf 1.The following properties are reported: reatprobabilities - on
a monthly basis - for various periods P after agamigration in (-1,0) and the default predictiperformance by accuracy ratios ACR.

period P after a rating RP(TH,AF = 1), various TH (notch steps) N RP
migration in (-1,0) 0 0.2 0.4 0.6 0.8 1.0 1.2 14 1.6 1.8 2.0 2.p (1.8,0.7/0.6)
reversal probability conditional to a downgraderianth (-1,0)
one month 10.3%  3.3% 1.2% 0.7% 0.4% 0.2% 0.2% 0.299.1% 0.1% 0.1% 0.1%| 0.0% 0.1%
six month 2.5% 2.0% 1.4% 1.0% 0.8% 0.6% 0.5% 0.4%0.3% 0.3% 0.3% 0.2%| 0.1% 0.1%
one year 1.4% 1.3% 1.1% 1.0% 0.9% 0.8% 0.7% 0.6% .6%0 0.5% 0.5% 0.5%| 0.2% 0.3%
two year 0.7% 0.7% 0.6% 0.6% 0.6% 0.6% 0.5% 0.5% .5%0 0.5% 0.4% 0.4%| 0.2% 0.3%
reversal probability conditional to an upgrade ionth (-1,0)
one month 13.3% 5.3% 2.3% 1.4% 0.8% 0.6% 0.4% 0.499.2% 0.2% 0.1% 0.0% 0.2% 0.1%
six month 3.5% 3.0% 2.3% 1.7% 1.3% 1.0% 0.8% 0.7%0.6% 0.5% 0.5% 0.4% 0.2% 0.2%
one year 1.9% 1.8% 1.5% 1.2% 1.1% 0.9% 0.7% 0.6% .5%0 0.5% 0.5% 0.4% 0.2% 0.3%
two year 1.1% 1.0% 0.9% 0.8% 0.7% 0.7% 0.6% 0.5% .5%0 0.4% 0.4% 0.4% 0.3% 0.3%
prediction time RP(TH,AF = 1), various TH (notch steps) N RP
horizon 0 0.2 0.4 0.6 0.8 1.0 1.2 14 1.6 1.8 2.0 2.p (1.8,0.7/0.6)
accuracy ratio ACR (%)
one year 77.1% 77.0% 76.8% 76.7% 76.5% 76.3% 75.79%.8% 75.6% 748% 746% 73.8% 76.8% 74.0%
three years 67.2% 67.2% 67.1% 66.9% 66.9% 66.7% 5%66. 66.5% 66.3% 65.7% 65.5% 64.9% 68.3% 65.3%
six years 59.6% 59.6% 59.5% 59.5% 59.4% 59.3% 59.199.0% 59.2% 58.7% 58.6% 58.2% 61.4% 58.4%
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Endnotes

1 An alternative, including observations of issugegaulting in period (t, t+1) in the analysis by setting

pi:= 1 for these observations, does not change thelhestimation significantly, since the number of
defaulting observations is relatively small complt@ the number of surviving observations.

We have not revealed the parameters of the Hitclugh-the-cycle methodology.

see The Financial Times, 19 January 2002, "Maoahyllls changes to its ratings process".

Default prediction models estimated with the Mgediefault dataset are fairly similar to those
estimated with the Standard & Poor’s definitiordefault (see Altman and Rijken, 2004). Although
the Moody’s default definition differs from the &tiard & Poor’s default definition, the default
prediction models estimated with Moody’s defauktets are as good as equal to default prediction
models estimated with Standard & Poor’s defaulhéven contrast to Standard & Poor’s, Moody’s
counts delayed payments made within a grace parnddexplicitly counts issuer files for bankruptcy
(Chapter 11 and Chapter 7) and legal receivershigghermore, the rating prediction model estimated
with Moody’s ratings is almost an exact replicatafrthe rating prediction model estimated with
Standard & Poor’s ratings. This is not surprisisgvody’s ratings differ only by 1 to 2 notch stepis
most from those of Standard & Poor’s.

Robustness tests show that outlook predictionainparameters do not change much along the entire
rating scale N. Even in the extreme case of Caggoay, RW values and model parameters are
comparable to investment graded categories and spleeulative graded categories. Other robustness
tests shows that just before and just after agatiigration event the outlook scale relies more on
short-term trends in stock prices at the expengbeoME/LIB variable. Similar differences are
observed between time period 1995-1999 to 2000-2dd4e recently the outlook scale depends less
on equity trends and more on market leverage.

In a first attempt to characterize the dynamuapgrties of X and X we decomposed these scores into
a permanent component and a cyclical componenigifieant cyclical component showed up fof X
with a cycle of 3-4 years. However this cyclicahmqmonent contains no credit risk information. It has
no added value in explaining one-year default pbdibs.

In the distribution for “exit” observations STAUBooks and UP Reviews are slightly outnumbered
compared to the distribution for all observatioggéspectively 48.3% vs. 38.3% and 9.7% vs. 2.7%,
while NOA Outlooks are underrepresented by 11.892¥<2%.

Sensitivity of ratings to the temporary credit riskmponent is measured by the weight to the
temporary credit risk component ¥ the logit regression analysis as describe@atien 4.4. The
weight to X is by definition 0% for the unadjusted ratingsatifissuers rated B1 and above. For
highly distressed Ca, Caa, B3 and B2 rated isghergating scale has a 27.8% weight towhich
comparable to a long-term point-in-time measure fable IV). Simulated RP(1.8,0.7/0.6) ratings are
not sensitive to Xfor the entire rating scale as they reproduceatiency rating dynamics. Relaxing
the migration policy by threshold removal (TH =a0)d full adjustment (AF = 1) increases the
sensitivity to X from 1.5% to 12.2%. As part of the through-theleymethodology, the prudent rating

migration policy substantially reduces the seniitito Xr.
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In order to compare threshold levels for differergdit model ratings the threshold levels haveeto b
rescaled to the volatility level of the underlyiogdit scores. The 1.8 notch steps threshold forgs
and the 1.5 threshold for OP(1.5) ratings transtterespectively an equivalent threshold of 2l a
0.7 for LDP ratings. The average of 1.4 notch stegsose to the implied threshold TH of 1.25 notch
steps.

The minimum threshold level imposed by a discegfency rating scale is 0.5 notch steps.

The stochastic defaulting process can be modwsjdte following exponential distribution function

x exp(eF,). With this distribution function the CAP curverche modeled by 1 - expa) with Fa<

1. The surface below the CAP curve is 1¢, When approximating expf} ~ 0. In that case ACR is 1

- 2/o.. In & sampling experiment with n defaulting evahtsexpected averagg for the exponential
distribution is 14 and the variance iR,V AR(F,) is 1/(na?). In that case the standard error in ACP is
2/(oa\n). For a time horizon of three years, a best ifihwthe actual CAP curve is obtained for 10,

so the standard error is 0.020 (n = 162). For ayeae horizon the standard error is 0.015.

The standard errors WACR are 0.75 percent for T = one year, ieBcent for T = three years, and
1.25 percent for T = six years. The standard eiroc®mparing differences between accuracy ratios o
agency ratings and credit-model rating@dACR), are lower than the standard error of ACRIfitse
because the underlying stochastic defaulting pro¢ssme dataset and same defaulting events) is the
same for all rating scales. Because the CAP cwiagency ratings and CM ratings are comparable,
variation in this stochastic process are expeadthte a comparable impact on the ACRs of these
ratings. However, a standard ercAACR) still exists. An approximation af(AACR) for the pooled
sample was obtained from a time-series analydiseoACR andMACR. The standard deviation in
annual times series of the ACR for agency ratimgs@M ratings is roughly 2 percent higher than the
standard deviation in annual time serieAALR for these ratings. So, based on the pooled kegsnp
standard errors for ACR, the pooled sample staneland foro(AACR) is approximately 0.75 percent
for a time horizon of one year and goes up to p&%ent for a time horizon of six years.

The standard errors in the logit regression egton are a generalized version of the Huber anétéNh
standard errors. In a standard logit model settimgyerror termsg;, are assumed to be identically and
independently distributed [vas) = 0% cove;, &) =0ifi#j]. In reality, these conditions are violated.
To obtain the correct statistics, Huber—White staidcerrors are used to relax the assumption of
homoscedasticity. A generalization of Huber—Whitndard errors (Rogers 1993) also relaxes the
assumption of independence among all observatinstead, only independence between observations

of different companies is assumed. “Pseudbigka measure of the goodness of the fit.
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