Meta-analyze dichotomous data: Do the calculations with Log Odds Ratios and report Risk Ratios or Risk Differences
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Abstract

This paper describes a method to convert meta-analytic results in (log) Odds Ratio to either Risk Ratio or Risk Difference. It has been argued that odds ratios are mathematically superior for meta-analysis, but risk ratios and risk differences are shown to be easier to interpret. Therefore, the proposed method enables the calculation of meta-analytic results in (log) odds ratio and to transform them afterwards in risk ratio and risk difference. This transformation is based on the assumption of equal significance of the results. It is implemented Meta-Essentials: Workbooks for meta-analyses.
Introduction

There are several measures to describe the size of the effect for dichotomous outcomes. Three commonly used measures are the odds ratio (OR), the risk ratio (RR), and the risk difference (RD). The measures as used in this paper refer to: Odds ratio $= \frac{ad}{bc}$, Risk ratio $= \frac{a/(a+b)}{c/(c+d)}$, Risk difference $= \frac{a}{a+b} - \frac{c}{c+d}$, see Table 1 for notation.

Table 1: two-by-two table for dichotomous outcomes

<table>
<thead>
<tr>
<th></th>
<th>Outcome 1</th>
<th>Outcome 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Group 2</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

Scholars have argued that the odds ratio is statistically preferable for meta-analyses (Fleiss & Berlin, 2009), but others have argued the lack of interpretability of the odds ratio (e.g. Deeks, 2002). One of the problems described in the literature is the fact that logistic regressions will yield odds ratios, not risk ratios, but that researchers are inclined to interpret the results, in odds ratios, as if it were risk ratios (Zhang & Yu, 1998). In general the difference between the odds ratio and the risk ratio is only practically significant when outcomes are common, i.e. the risk in the control group is relatively high (Cummings, 2009). Statistical criteria for selecting the most appropriate effect size measure for meta-analyses have been described by Deeks (2002): consistency of effect, ease of interpretation, and mathematical properties. With respect to consistency of effect, the OR and RR are shown to produce more consistent results than the RD. However, risk differences and risk ratios are more easily correctly interpreted and are therefore preferred over odd ratios. When it comes to mathematical properties, scholars have argued that the OR is symmetrical with respect to outcome and non-outcome and that the RR is not,
i.e., the OR for the reverse outcome is the inverse of the original OR (Cummings, 2009). The RR has been shown to be bounded by the control group risk, meaning that the risk ratio can never exceed the risk in the control group, specifically when the risk ratio is larger than 1 (Cummings, 2009).

However, although the OR is mathematically superior to the RR and RD, the size of the effect is hard to interpret with odds ratios; this is widely acknowledged by scholars in the field of medicine (e.g., Bland & Altman, 2000; McColl, Smith, White, Field, 1998; Sinclair & Bracken, 1994), let alone how difficult interpretation of the OR is for scholars in fields in which this effect size is relatively uncommon. Because of this, several authors propose to execute the meta-analysis in odds ratios and subsequently transform the outcomes into effect size measures that are easier to interpret like the risk ratio and the risk difference (e.g., Borenstein et al., 2009, p. 38, Fleiss & Berlin, 2009, p. 250; Localio et al., 2007). For the conversion of the combined effect size in odds ratio into risk ratios, a substitution method can be used (as will be discussed later) that also can be used for the confidence and predication interval limits. Also, analogous to this, the combined effect size in odds ratios can be converted into risk difference, but not the confidence interval limits nor the prediction interval limits. In the following sections first the method of substitution will be explained, subsequently a new method of deriving the confidence and prediction interval limits for risk differences from a meta-analyses of odds ratios will be discussed.
Converting odds ratios into risk ratios

A method which has become known as the method of substitution can be used to convert odds ratios into risk ratios (Daly, 1998; Zhang & Yu, 1998). This method can be used to convert the combined effect size and the limits of both the confidence interval and the prediction interval, using the following formula:

\[
Risk\ ratio = \frac{Odds\ ratio}{(1 - Assumed\ control\ risk) + (Assumed\ control\ risk \times Odds\ ratio)}
\]

It relies on the assumed control group risk, commonly the median of control group risk in the studies that are being meta-analyzed is used for this (Fleis & Berlin, 2009).

Please note that caution is warranted for applying the substitution method to convert the combined effect size of a meta-analysis if the individual studies’ baseline risks are high and odds ratios are large, since this might result in confidence and prediction intervals that are too narrow (McNutt et al., 2003; Localio et al., 2007).

Converting odds ratios into risk differences

The method of substitution can also be used convert the meta-analyzed point estimate of the odds ratio into risk difference.

\[
Risk\ difference = Assumed\ control\ risk - \frac{Odds\ ratio \times Assumed\ control\ risk}{1 - Assumed\ control\ risk + Odds\ ratio \times Assumed\ control\ risk}
\]

\[
= Risk\ ratio \times Assumed\ control\ risk - Assumed\ control\ risk
\]
As is shown in the final line of the formula, the risk difference can be easily derived from the combined effect size in risk ratio. However, the method cannot be applied to the confidence interval limits nor to the prediction interval limits of odds ratios because the scales are different; odds ratios and risk differences are not equally distributed. Therefore, we propose a new method for the derivation of confidence and prediction interval limits of risk differences that have the same probability as the limits of the odds ratio, given the (substituted) combined effect size. The first assumption of this method is that the likelihood of a certain value can be expressed by a z-value that is expressed as a standard normal distribution. The z-value reflects the distance between the summary effect size and the null hypothesis. Since this z-value is measured on the standard normal distribution, it is assumed equal for both log odds ratio and risk difference. Therefore, first the z-value is calculated for the confidence interval limits of the odds ratio with use statistics of the combined effect size that are generally available when meta-analyzing binary data:

\[
Z_{\ln(\text{Odds Ratio})} = \frac{\text{Combined effect size}_{\ln(\text{Odds Ratio})}}{\text{Standard error}_{\ln(\text{Odds Ratio})}}
\]

The z-value of the risk difference would usually be calculated as follows:

\[
Z_{\text{Risk Difference}} = \frac{\text{Combined effect size}_{\text{Risk Difference}}}{\text{Standard error}_{\text{Risk Difference}}}
\]

Simple substitution gives:

\[
\text{Standard error}_{\text{Risk Difference}} = \frac{\text{Combined effect size}_{\text{Risk Difference}}}{Z_{\text{Risk Difference}}}
\]
However, since the z-value of the risk difference is unknown, we use the z-value of the log odds ratio under the assumption that these are equal:

\[ Z_{\text{Risk Difference}} = Z_{\ln(\text{Odds Ratio})} \]

Thus:

\[ \text{Standard error}_{\text{Risk difference}} = \frac{\text{Combined effect size}_{\text{Risk Difference}}}{Z_{\text{Risk Difference}}} = \frac{\text{Combined effect size}_{\text{Risk Difference}}}{Z_{\ln(\text{Odds Ratio})}} \]

Then, we calculate the confidence interval limits as usual with use of the earlier substituted combined effect size and the derived standard error:

\[ \text{CI Limit } RD = CES \ RD \pm t_{\alpha,df} \times SE_{RD} \]

Where \( t_{\alpha,df} \) is the critical t-value for \( \alpha = (1\text{-confidence level}) \) and df is the degrees of freedom, calculated as the number of studies in the meta-analysis minus 1 (\( k-1 \)).

For the prediction interval limits (Higgins et al, 2009), we would normally calculate the between studies variance (\( T^2 \)) and then proceed as normal, multiplying the square root of both the standard error and the between studies variance by a critical t-value as above. However, we can also express the distance between the prediction interval limits in log odds ratios and the combined effect size in terms of standard errors (which we derived earlier). Therefore we need to calculate a new value for the standardized difference between the prediction interval limits and the combined effect size:
If we assume:

\[ Z_{PI, \ln(Odds Ratio)} = \frac{\text{CESCombined effect size}_{\ln(Odds Ratio)} - \text{Pl Limit}_{\ln(Odds Ratio)}}{\text{Standard error}_{\ln(Odds Ratio)}} \]

Then:

\[ Z_{PI, \text{Risk Difference}} = Z_{PI, \ln(Odds Ratio)} \]

\[ \text{Pl Limit}_{\text{Risk Difference}} = \text{Combined effect size}_{\text{Risk Difference}} \pm z_{PI, \ln(Odds Ratio)} \times \text{Standard error}_{\text{Risk Difference}} \]

This prediction interval limits are point estimates with the same probability as the ones in odds ratio, given the point estimate of the combined effect size. Thus the prediction interval has the same power to reject the null-hypothesis of zero effect as the one in odds ratio. Note however that this is not a substitution method.

**Discussion**

This paper proposes a new method for the execution of meta-analysis for dichotomous outcomes. Scholars have argued that the meta-analysis of odds ratios statistically preferable, while presentation in other effect size measures, risk ratios or risk differences, would help to interpret the clinical relevance of the outcomes. The proposed method makes use of the substitution method argued by Zhang and Yu (1998) and extends the work to deal with the conversion of odds ratios into risk differences as well. We propose a method making use of the distance between the summary effect and the null hypothesis (z-value) under the standard
normal distribution. This distance can be calculated for the meta-analysis in log odds ratios and then used to estimate the confidence and prediction interval limits of the risk difference.

The methods discussed in this paper have been implemented in the Meta-Essentials:

Workbooks for meta-analyses (Van Rhee, Suurmond, & Hak, 2015).
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